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1 Introduction

As indicated in [1], coordinated multiple point transmission and reception (CoMP) has been proposed in LTE-Advanced to enlarge the coverage of eNBs and increase the throughputs on the cell-edge by aggregating the services from multiple eNBs. In the meanwhile, CoMP is also treated as an effective way to handle inter-cell interference coordination (ICIC) in LTE-A due to the joint scheduling/processing of multiple cells [2]. 
However, data/CSI sharing among all the eNBs in the network is impossible because of the huge amount of data sharing and complexity on implementations. In this sense, it’s necessary to limit the number of eNBs in a cooperating set, which collaborate with each other to serve single specific UE, in order to reduce the complexity and data amount shared among eNBs. As agreed in 3GPP RAN1 #56bis, it’s an issue on how to decide the eNB clusters fixedly or adaptively [1]. Fixed eNB clusters are obviously simply but with low cell throughput. Many contributions [3]-[9] have discussed the adaptive way of eNB clustering. Most of these previous contributions focus on COMP-SU-MIMO. Basically, it’s a trade-off between cell throughput and complexity scheduling/backhaul capacity. 
In this contribution, we propose an adaptive eNB clustering approaches for downlink CoMP-MU-MIMO transmission in LTE-A. Particularly, we design a user-specific eNB cooperating set formation to support downlink multiuser transmission in each eNB cooperation set, i.e., COMP-MU-MIMO. In addition to the previous contribution [10], we fit our clustering algorithm into the terminology framework for CoMP and also give some discussions regarding inter-eNB scheduling and feedback issues.
2 Adaptive eNB Clustering for CoMP

2.1 Overview of the approach
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Figure 1 Deployment of central unit (CU)
Considering a cellular network, the duty of eNB clustering is to provide a cluster (i.e., eNB cooperating set) formation
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, which is a partition of all the eNBs in the system. Due to practical limitations, like feedback bits, synchronization, backhaul bandwidth, the number of eNBs in a cluster is limited, say 
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. We assume that each UE has one anchor eNB, which will always be included in the cluster/cooperating set serving corresponding UE. 
Firstly, each UE derives CSI information based on the reference signals (RS) from all eNBs near the UE. Here, 
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 denotes CSI of the link from 
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 to 
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. Since one UE can only reach small amount of eNBs, it only requires to report to a predefined CoMP measurement set. The proposed algorithm does not depend on the CoMP measurement set definition in the system. 
While CU begins to do adaptive clustering, it will build the CSI summary matrix as below, while 
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 is the sum of the CSI information for all the links between UEs served by
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The parameter of interference weight (say 
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) between links of 
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After calculation of the interference weight between each two eNBs, the adaptive algorithm starts. The basic principle of the algorithm is that the related inter-cell channel gain within same eNBs cluster will contribute to the data transmission. On the other hand, the related inter-cell channel gain of different eNBs cluster will be interference to current cluster. For example, for certain
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, if the serving 
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 will denote the interference between two clusters related to these two eNBs. Overall, the adaptive clustering algorithm will find the optimal clustering pattern wherein total inter-cluster interference will be minimized. 
For COMP-SU-MIMO, this pure-UE centric metric can be used to determine the optimal cluster/cooperating set for UE 
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. For COMP-MU-MIMO, one cooperating set is used for multiple UEs, in order to reflect the optimality for a given cluster
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, we thus further define a cluster value 
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Section 2.2 gives an example of scheduling algorithm on how to build the eNB clusters adaptively with minimized inter-cluster interference. 
2.2 Proposed eNB Clustering Algorithm
Assume the whole network has 
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 eNBs, and the cluster size is 
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. Denote the eNB set that includes the eNBs not clustered as 
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. We propose a centralized clustering algorithm as follows:
Step 0   Set 
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, of which the clusters are arranged in a descending order with the cluster value 
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Step 1   Loop from 
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, the algorithm terminates. 

This is actually the basic outline of the proposed the algorithm. Considering the practical issues like feedback overhead, the algorithm will take a refined form as explained in the next subsection, together with the discussion of the feedback signalling. 

2.3 Implementation with limited feedback from UE to eNB
In the above algorithm, each UE may feedback CSI from all eNB. However, it is not practical in the real system because of the huge overhead. 
Therefore, a limited feedback scheme for CSI report of UE is surely necessary and feasible for adaptive eNB clustering. So far, there may have 2 candidate of limited CSI feedback: 
· Threshold: A CSI threshold is set inside each UE. In the algorithm, UE only feeds back CSIs over the threshold for adaptive clustering. 

· Largest #: UE only feeds back the largest # CSIs for adaptive clustering. 
In fact, these metrics can be adopted in CoMP measurement set construction process. As a result, as can be seen from the clustering algorithm, the CoMP measurement set is often different from the CoMP cooperating set (cluster in our case).
3 Performance Evaluation
We use Monte-Carlo simulations to evaluate our clustering algorithm. Specifically, the average sum-rate per cell is compared with the static clustering approaches.  A network consisting three tiers of cells (totally 
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=36 eNBs) is considered. Each eNB is located in the centre of the hexagon cell with radius 1 km. We set
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. In each of the 1000 runs of the Monte-Carlo simulation, one UE is randomly generated in each cell, which corresponds to the round-robin scheduling policy.  The large-scale path-loss model we adopted is 
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. The shadowing is log-normal shadowing with 8dB standard deviation, and the small-scale Rayleigh fading with unitary variance is also included.
We set the reference SNR as the interference-free SNR at the cell edge, accounting for path loss and ignoring shadowing and Rayleigh fading.
In Figure 2, it is shown that the performance of dynamic clustering with cluster size (cooperating set size) 3 is comparative with the static one with cluster size 6, and the dynamic one is even better for the low SNR region. For the same cluster size 3, out dynamic approach has 6% performance gain compared to the static one. For the same cluster size 2, out dynamic approach has 5.5% performance gain compared to the static one.
Figure 3 and Figure 4 is the performance comparison of the two candidate CoMP measurement set constriction metrics (Threshold and Largest #) with full CSI.  We can see that the largest-# feedback can archive most of the performance gain of dynamic clustering. Specifically, for cluster size #, largest-# is enough to have 98%+ performance of full CSI as shown in Figure 3. Moreover, the threshold based feedback performs close to the full CSI only when the SNR is high, at the cost of increased feedback amount, while at low SNR, threshold based feedback is worse than the largest-#. Also, the threshold based feedback cannot control the feedback overhead explicitly. Therefore, the largest-# seems to be more preferable for the dynamic COMP-MU-MIMO clustering.
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Figure 2: Sum rate performance
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Figure 3: Performance of Largest # feedback scheme. 
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Figure 4: Performance of threshold feedback scheme.

4 Implementation Discussions

In this section, we discuss the relationship between our dynamic clustering approaches and some implementation issues, for example: inter-eNB scheduling and limited feedback.
4.1 Inter-eNB Scheduling

In our dynamic clustering design, it is assumed that scheduling is already performed, and specifically in our simulation, intra-cell round robin is used. Because clustering criterion is based on the scheduled UEs and their CSI to the eNBs in the network, clusters are formulated AFTER the scheduling decisions. Therefore, it is hard to implement inter-eNB scheduling in the current dynamic clustering framework. However, we can tackle this issue in the following ways:
1) Because dynamic clustering itself can combat inter-cell interference to some extent, it is possible that inter-eNB scheduling will give marginal performance improvement to the dynamic clustering. We will compare the performance of inter-eNB scheduling (with fixed clustering) and dynamic clustering (with intra-cell scheduling) in our future study. Also, inter-eNB consumes large amount of CSI information, the cost of inter-eNB scheduling and dynamic clustering should be compared.

2) If inter-eNB scheduling does seem to provide significant gain over dynamic clustering, we could change the dynamic clustering into a long-term version. Specifically, one can group UEs with similar long-term CSI with a certain clustering structure, and the system will switch between different clustering patterns over a relative long period. Within each period, the per-timeslot inter-eNB scheduling is performed for those UEs within the group corresponding to the current clustering structure.
4.2 Limited CSI Feedback

It is still under discussion that what type of feedback should be utilized for CoMP. Basically, it is confirmed that inter-cell disjoint feedback will act as a baseline. Considering the feedback issue with our dynamic clustering framework, disjoint feedback seems to be more appropriate. The reason is that the component eNBs of a cluster is unknown at the time of CSI feedback, while it is hard to separate the CSI of each eNB form joint feedback, only disjoint feedback can provide such flexibility. Also, disjoint feedback allows adaptive feedback rate control regarding different eNBs. Therefore, we propose to use disjoint feedback scheme for the dynamic clustering framework. Further evaluation related to the tradeoff between feedback bits and clustering performance will be performed.
5 Summary

We propose an adaptive eNB clustering approaches for downlink CoMP-MU-MIMO transmission in LTE-A. It is shown that the dynamic clustering has about 5.5%~6% average rate gain compared to static one, both with cluster size 2 or 3. Also, we studied the performance of candidate limited UE feedback schemes, i.e., different CoMP measurement set construction metrics are tested and their impacts on CoMP transmissions are compared. We have also discussed inter-eNB scheduling and limited feedback issues with our dynamic clustering framework.
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