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1 Introduction

Coordinated multi-point processing (CoMP) is regarded as an important technique to improve the coverage and cell edge spectral efficiency by coordinating user scheduling and data transmission among adjacent cells. In addition, CoMP can be combined with single-cell multi-user techniques to simultaneously improve cell average throughput. 
In general, CoMP can be divided into two categories: joint processing (JP) and coordinated beamforming/scheduling (CBF). JP differs from CBF by requiring both data and CSI sharing among cells in the serving eNB set. Compared to JP, the backhaul load of CBF is much lighter since only channel info and scheduling decisions need be shared among eNBs. This makes CBF a desirable solution in scenarios with limited backhaul capacity. 
In this contribution, several critical issues are discussed regarding CBF, including backhaul limitations and scheduling problems. Furthermore, coordinated beam switching (CBS) is investigated as a complementary solution to CBF. 
2 Backhaul Limitations and Modelling
Significant performance gains thanks to CBF have been shown in contribution [1] assuming ideal backhaul with no delay or capacity limitation. However, as stated in [2]: 
“The maximum backhaul delay for control plane messages on the X2 interface is expected to be in the order of 20 ms. However it is to be noted that this is not a strict upper bound in the sense that larger values may occur in rare scenarios. The typical average delay is expected to be in the region of 10 ms. “ 
Also, as stated in [3], the actual delay and capacity of the X2 interface depend on the backhaul technologies. Though it is expected that the backhaul will evolve to have much larger capacity and smaller delay, limited capacity and un-ignorable delay should be considered at least for certain scenarios. Certain configurations of the feedback mechanism, the inter-eNB signaling and the coordination procedure should be made available so that CBF can be implemented with robustness to backhaul delay and capacity limitations.

On the other hand, forward-looking high performance designs should also be included to take advantage of the high speed backhaul (such as fiber) and of some proprietary solutions. Although, for the latter case, joint processing may be used to provide even higher performance gain without specific standards support on the data availability at multiple points.

To capture the backhaul limitations in simulation of CBF, delay may be modeled with a uniform distribution between 0 and 20 ms and the load of the CBF coordination signaling between the eNBs should be estimated and limited to a reasonable value, say less than 10 Mbps.

3 CBF Scheduling and Precoding
3. 1 Inter-dependent User Scheduling and Precoding
To illustrate the existing issues during the scheduling process, a simple example of coordinated beamforming between two eNBs is shown in Figure 1. It is assumed that UE 1 has been scheduled by eNB 1 while at the same time UE 2 has been scheduled by eNB 2. Let Hij be the channel between eNB j 
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Figure 1. A simple illustration of CBF between two cells.
and UE i. For simplicity and without loss of generality, all UEs share the same number (Nr) of receive antennas and both eNBs share the same number (Nt) of transmit antennas. The input-output relationship may be written compactly as


[image: image2]                                                 (1)
where P1, P2 are the transmit power from eNB 1 and eNB2, y1, y2 are the Nr * 1 received vectors at UE 1 and 2, w1, w2 are the Nt * 1 beamforming vectors for eNB 1 and 2, x1, x2 are the information symbols for UE 1 and 2, and n1, n2 are the Nr * 1 random AWGN noise vectors seen by UE 1 and 2 respectively. 
For such a CBF problem as in (1), there are user scheduling decisions for cell 1 and 2, which impact the channel matrices 
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 in (1). Beams also need to be formed for cell 1 and 2, which impact the beamforming vectors 
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 in (1). It is realized that the above four decisions are intertwined in general, making the overall problem very complicated. 
Scheduling/precoding decoupling is generally favored to reduce the overall complexity. Given fixed user selections, it can be relatively easy to show that the max-SLNR (signal-to-leakage-noise ratio) solution is approximately optimal and thus achieves an appealing precoder decoupling. In particular, with user scheduling done for both eNBs, it suffices for eNB 1 to obtain knowledge of P1, H11 and H21 and for eNB 2 to obtain knowledge of P2, H22 and H12 . Each eNB is able to determine the precoder by itself.

Nevertheless, user scheduling for each cell is still inter-dependent. In other words, the UE selection decision at eNB1 would depend on the UE selection decisions at other eNBs, who are coordinating with eNB1. Because of this user scheduling inter-dependency, CBF is more appropriate if the coordination is carried out locally within a small group of eNBs to make the overall feedback overhead, backhaul traffic, as well as scheduler complexity, manageable. 
Several possible methods may be used in breaking this user scheduling inter-dependency, such as
1. Central scheduler: a central scheduler may be implemented at one eNB (acting as the central scheduler) while the scheduling decisions may be then passed onto each individual eNB; 

2. Iterative scheduler: eNB 1 makes its own user scheduling decisions first, which is then passed onto all other eNBs. Based on user scheduling knowledge of eNB 1, eNB 2 then makes its own user scheduling decision, which is then passed onto other eNBs. This decide-and-broadcast is done for each eNB one by one until all eNBs are exhausted and counts as one complete iteration. Multiple iterations may be done if it is allowed.  
3. 2 Problem: non-causality and interference non-predictability
Whether it is a central scheduler or some form of iterative scheduler, it is required that user scheduling decisions made at one point be delivered/broadcasted to other cooperating eNBs. However, as pointed out in Section 2, a non-negligible delay exists over the X2 interface which makes the central/iterative scheduler a non-causal chicken-and-egg problem.
In the following, let T be the non-negligible delay such that a scheduling decision made at a certain eNB at time instant (n-1)T can only be taken advantage of by other eNBs at time instant nT and beyond. Thus, there is the following constraint:
· Causality constraint: Only the scheduling decisions prior to time instant (n-1)T (inclusive) may be used for any scheduling decision to be made at time instant nT.

The non-causality problem is thus resolved by such a causality constraint. Nevertheless, down with the non-causality problem, up comes the interference non-predictability problem. 

To show this, one possible iterative scheduler is illustrated in Figure 2 where under the causality constraint, each eNB is allowed to refresh its own user scheduling at every possible scheduling opportunity. Herein, D1(0~T) denotes the user scheduling decision at eNB1 during the period from 0 to T, D2(0~T) denotes the user scheduling decision at eNB2 during the period from 0 to T. The problem is that if the user scheduling decision D1(T~2T) changes abruptly from its previous decision D1(0~T), it may cause non-predictable interference to the UE served by eNB2.  As a result, eNB1 and 2 may not achieve a desirable CBF coordination during the period from T to 2T.

[image: image5.emf]D1(0~T) 

T         2T         3T        4T         5T         6T        7T         8T         9T       10T      11T ….                                                                                    

eNB1

eNB2

time

D1(T~2T) : 

If it changes abruptly from D1(0~T), it may cause the non-predictable interference to the UE served by eNB2

D2(T~2T) : 

coordinates well with D1(0~T); but may not coordinate well with D1(T~2T)

Figure 2. Illustration of the interference non-predictability problem.
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Figure 3. Timeline of an interlaced scheduler. 
One possible way of alleviating this non-predictable interference problem is illustrated in Figure 3, where only one or a subset of the cooperating eNBs is allowed to refresh its user scheduling decision at a certain scheduling opportunity. In other words, the scheduling decisions for each eNB are interlaced with each other. As a result, each eNB would be able to refresh its own user scheduling decision with enhanced interference predictability.

With such an interlaced scheduler, it should be pointed out that more sophisticated precoder than the simple max-SLNR precoder may be used without significant extra complexity. 
4 CBF and CBS

Coordinated beam switching (CBS), originally introduced in [4-6], can be treated as a special class of coordinated beamforming. In CBS, the eNB in each cell selects the beam pattern independently of the out-of-cell interference (OCI) due to UEs scheduled in other cells. Multi-cell negotiation is limited to the periodicity and order of the pattern, and the beam in each cell is purely a function of the cycling pattern. This process keeps the backhaul requirements low while ensuring predictable CQI [4] [5] [6]. However, low UE mobility and full buffer traffic are preferred.  

In CBF, on the other hand, the eNBs in multiple cells select the beam pattern inter-dependently based on the OCI. Multi-cell negotiation now needs to negotiate both the schedulers [7] and (in some schemes) the precoder/beam [1]. In this case, bursty traffic can be accommodated naturally and gains from scheduling diversity can be extracted. However, the CQI becomes unpredictable as the OCI cannot be predicted by the UEs. 

It is possible to merge the benefits of CBS (low overhead, predictable CQI) and CBF (accommodation of very bursty traffic, scheduling diversity). For example, CBS mode may be selected in a fully loaded cell, and CBF mode may be selected under a lighter loaded cell particularly if the traffic is bursty. This will have the additional benefit to reduce the feedback overhead in the heavier loaded cell by using the CBS mode. Additionally this selection will increase the throughput in the lightly loaded cell at the cost of additional feedback overhead. This simple scheme allows for a reduction in the feedback/coordination required due to the use of both CBS and CBF while accommodating very bursty traffic.
System simulations are given the appendices to show the performance of a CBF scheme and CBF combined with MU-MIMO when using coordinated techniques. CBS results are shown in [9].
5 Conclusion

User scheduling in coordinated beamforming are shown to be inter-dependent and may be solved via either a central scheduler or an iterative scheduler. Nevertheless, due to the non-negligible X2 interface delay, the scheduler design becomes a non-causal chicken-and-egg problem. A certain causality constraint may then be introduced to break the non-causality. However, down with the non-causality problem, up comes the interference non-predictability problem. An interlaced scheduler is discussed and may alleviate this non-predictability problem. Coordinated beam switching (CBS) is also investigated as a complementary solution to CBF.
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Appendix A: CBF Performance Analysis
System simulations were performed to evaluate the performance of a CBF scheme and CBF combined with MU-MIMO when using coordinated techniques. The cell average and cell edge gains are summarized in Table 1. The following were simulated:

1. LTE-Ref (4-bit codebook): This scheme serves as the baseline. The scheme has no coordination between the eNB’s, schedules one UE per cell and uses the 4-bit codebook specified in Rel-8.

2. LTE-Ref (8-bit codebook): This scheme also has no eNB coordination and schedules one UE per cell. However, the scheme uses an 8-bit DFT codebook for feedback.

3. MU-MIMO (8-bit codebook): This scheme has no coordination between eNBs. However, more than one UE can be scheduled per eNB. The scheduler adaptively selects when to schedule SU/MU transmission.

4. CBF (8-bit codebook):  The scheduler in each eNB selects a UE based on the out-of-cell interference offered to eNB’s that have already been scheduled in the coordinating cell set. In this scheme, each eNB schedules only one UE per cell. 

5. CBF + MU-MIMO (8-bit codebook): Scheduling is coordinated between cells in the coordinating cell set. In addition, eNB is allowed to schedule up to 2 UEs per cell. 

Table 1 Summary of simulation results
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Observations:

· There is no benefit in changing the size of the codebook for the LTE-Reference case.

· With CBF, there is an improvement in the cell-edge performance (29%) while there is not much improvement in the cell center performance (4%).

· With MU-MIMO, there is an improvement in both the cell edge and cell center performance (19% and 11% respectively). However, CBF alone shows a much greater improvement at the cell edge.

· Combining MU-MIMO with CBF gives the best characteristics of both schemes with significant increases in both the cell center and cell edge performance.

Appendix B: Simulation Assumptions

Table 2 Simulation Assumptions

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 sites, 3 sectors per site

	Inter-site distance
	500m

	Load
	Average 10 UE per sector uniformly dropped 

	Bandwidth
	10MHz

	Total BS TX power (Ptotal)
	46dBm

	Noise figure at UE
	9dB

	Lognormal Shadowing with shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	20dB

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell
	


	Channel model
	Spatial Channel Model (SCM)

	UE speeds of interest
	3Km/h

	Number of antenna elements (BS, UE)
	(4, 2)

	Antenna separation (BS, UE) [times of wavelength]
	(0.5, 0.5) 

	Traffic model
	Full buffer

	Link to system interface
	Mutual information

	Scheduler
	Proportional Fair

	Receiver algorithm
	MRC

	Channel Estimation
	Ideal

	Scheduling and Reporting SubBand size
	5 RB’s

	Control Overhead
	31%

	Rank/Mode Adaptation
	Rank = 1 for each UE, 
Up to 2 UEs scheduled per eNB
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