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1. Introduction

[See Section 7 for Summary and Future work]

Coordinated multiple point transmission and reception (CoMP) has been proposed to increase the cell-edge spectral efficiency of LTE-Advanced [1]. Several schemes for CoMP have been proposed, including Coordinated Scheduling (CS) / Coordinated Beamforming (CB), Dynamic Cell Selection (DCS), and Joint Transmission (JT). 
Distributed Dynamic CoMP (DDCoMP), is the synergy of the following:

1. Fractional CoMP. 

2. Agile Dynamic Clustering of CoMP cooperation sets 

3. Distributed cooperation controller.

In this proposal, first will define various CoMP Cooperating set types and cell regions. Next, we will show the limitations of performing CoMP at all locations and the limitations of static clustering of each CoMP cooperating set. Then, we will show the gains of performing fractional CoMP and dynamic clustering of CoMP cooperating sets. Next we will discuss and propose distributed dynamic CoMP (DDCoMP) for LTE-Advanced, which is the collective and synergistic operation of fractional CoMP and dynamic clustering and distributed cooperation ntrollers. We will show that DDCoMP addresses antenna backlobe interference and “site-edge” interference, increases the cell-average and cell-edge performance over CoMP-JT and non-CoMP, reduces the total feedback overhead as compared to performing CoMP to all of the UEs. Finally, DDCoMP makes CoMP more efficient and scalable for large networks. Finally, we will state the summary, recommendations, and decision question.
In this document, CoMP cooperating set is defined as the set of geographically separated or directional-distinct transmission points directly or indirectly participating in PDSCH transmission to UE [2]. Also, in this document, we assume that each cell is associated one-to-one with a geographically separated or directional-distinct transmission point (with single or multiple antennas). This means that the CoMP cooperating set may also be between the cell transmission points of the same site.
2. CoMP Cooperating Set Types and Cell Regions

The selection of the CoMP cooperating set can be categorized as either intrasite, intersite, or distributed. 

In an intrasite CoMP cooperating set, cooperation is limited to within cells of the same BS in one site. Intrasite CoMP allows a site to overcome the backlobe interference caused by the other cells within the same site. Cooperation does not require a high-speed, low-latency, site-to-site backbone connection. If the BSs of the site can coordinate all of its cells, then the CoMP cooperating set size is the same as the number of cells, and the clustering of transmission points as a CoMP cooperating set remains static.

In an intersite CoMP cooperating set, cooperation is limited only to within cells of different sites. This method addresses the interference problem at the site-edge (shown in Fig. 1). However, this does not address the antenna backlobe interference from the other cells within the same site. In intersite CoMP, Cooperation requires a high-speed, low-latency, site-to-site backbone connection. Both static and dynamic clustering of CoMP cooperating set are possible.

In a hybrid CoMP cooperating set, the cooperation set is composed of at least one transmission point from another site, and at least one transmission point from the same site.

In an agile CoMP network, the network intelligently switches between intrasite, intersite, and hybrid CoMP cooperating sets in order to select the best possible CoMP cooperating set for the UE.
Shown in Fig. 1 are the categories of UE locations (cell regions) under each CoMP cooperating set type. In the site-edge region is the set of cell locations where the signal-to-noise ratios remain low (The ‘S’ in SNR is the receive signal power from the serving transmission point and ‘N’ is the noise power). These are far from the BS site. On the other hand, we define the site-inner region as the cell locations that receive a high SNR. 

In the cell-inner region, the receive signal from the transmission point is much stronger than the sum of the noise power and the powers of the other transmission points. However, at the cell-edge region, the total received power from the other transmission points are about as strong, or stronger than the associated transmission point. Note that at the cell-edge, the signal-to-noise ratio can be high or low, since it includes the areas along the angles midway between cell directions of the same site. At these locations, the signal-to-noise rations are high when the UE is close to the transmission points. 

For a network with several CoMP cooperating set clusters, the cell-edge region may be divided into two regions. First is the intracluster cell-edge, where the sum power of the received signals from the other transmission points of the same CoMP cooperating set are close to the receive signal power of the serving cell. At the intracluster cell-edge, the main limitation to spectral efficiency is intracluster interference. Second is the intercluster cell-edge, where the sum of the received signals from the transmission points of the other CoMP cooperating set are stronger than the sum of those in the same CoMP cooperating set. At the intercluster cell-edge, the main limitation to spectral efficiency is intercluster interference.
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Figure 1. Cell regions of CoMP Cooperating Set Types (intrasite, intersite, agile)
3. Static Clustering of CoMP Cooperation Set (Gain and Limitations)
It is known that having a large number of base stations in a single CoMP cooperation set is impractical, because of the geometric increase in the required CSI feedback and high-speed information sharing as the number of member base stations within a single CoMP cooperation set increases. Therefore, for LTE-advanced, CoMP cooperating sets have been proposed for a network with numerous base stations, where the clustering may be static or dynamic [1]. Under static clustering, the CoMP cooperating sets are fixed.

An illustration of Coordinated Multi-point (CoMP) transmission under static clustering in a single frequency network is shown in Figure 2. In the figure, there are two CoMP cooperating sets, each with its own centralized cooperation controller. The UEs are spread throughout the service area, and the level of the “smile” of the UE indicates the spectral efficiency it enjoys. Each CoMP cooperating set has a fixed and centralized cooperation controller. For this document, we assume that each transmission point has its associated cell.
CoMP under Static Clustering has the following gain and limitations.
( UEs enjoy improved spectral efficiency at the intracluster cell-edge.
At the intracluster cell-edge, the signals from the CoMP cooperating set have the same order of magnitude. When CoMP is performed, interference may be avoided, leading to an increase in spectral efficiency in that region. Moreover, when joint processing CoMP is performed, the signals from the other base stations contain the desired signals to each UE. This leads to further increase in spectral efficiency.
( Cooperation is practical only for UEs at cell-edge. Non-CoMP suffices for UEs at the cell-inner.
At the cell-inner, the signals from the other BSs of the CoMP cooperating set are small compared to that of the home BS. Therefore, their relative contribution to the spectral efficiency is limited and it is impractical to perform CoMP in the cell-inner. It is even possible that non-CoMP would offer a higher spectral efficiency than particular CoMP schemes at the cell-inner since in non-CoMP power is efficiently routed only to the BS close to the UE.
( Static Clustering suffers from excessive interference between BSC clusters at the intercluster cell-edge.
At the intercluster cell-edge, the interference signals are primarily from the base stations not part of the CoMP cooperating set. CoMP cannot address this kind of interference which makes it ineffective at the intercluster cell-edge. Therefore, the spectral efficiency at the intercluster cell-edge remains low.

( CoMP for all its cell UEs considerably increases the complexity of the RAN
CoMP requires additional overhead and feedback of the estimated intercell channel state information. Moreover, for Joint Processing CoMP, these and coded data bits for the UEs of each cell need to be shared by a high-speed backbone network. Finally, for Joint Transmission CoMP, accurate synchronization and efficienct multicell, multi-user precoding schemes are required. If these are to be done to all UEs, the complexity of the RAN considerably increases.
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Figure 1: CoMP under Static Clustering

4. Fractional CoMP
In a fractional CoMP network, each base station selects either CoMP transmission or non-CoMP transmission to each of its served UEs, as shown in Fig. 2. The selection criterion is usually the maximization of either short-term, long-term UE spectral efficiency. It may also be the based on BS load balancing, or the maintenance of a quality-of-service. Under a maximization of long-term UE spectral efficiency, the average spectral efficiency of a mobile UE within a limited geographic area is used as the criteria, and the spectral efficiency of fractional CoMP is given by:


[image: image3.wmf](

)

FCoMPNCoMPCoMP

max,

RRR

=


where 
[image: image4.wmf]NCoMP

R

 and 
[image: image5.wmf]CoMP

R

 are the spectral efficiencies of non-CoMP and CoMP and are explained further in the Appendix A.4. Switching between non-CoMP and CoMP is performed regularly, as the receive signal strengths change. The spectral efficiency maximization criterion is used for simulations in this document.
Under fractional CoMP, two additional types of cell regions are formed. The first is cooperation region, where, CoMP is performed on the UEs within it. The second is the non-cooperation region, where Non-CoMP is performed on the UEs within it. Figures A.1, A.3, and A.4 shows an example of a network with these two regions.
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Figure 3: Fractional CoMP (also 1st slot of Distributed Dynamic CoMP)
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Figure 4: Distributed Dynamic CoMP (2nd Scheduling Slot)
5. Distributed Dynamic CoMP
5.1 Dynamic Clustering

In dynamic clustering (or adaptive clustering [3]) of CoMP cooperating sets, cells recluster into new CoMP cooperating sets dynamically. The 1st time slot is shown in Figure 3, and the 2nd time slot is showin in Figure 4. The clustering may be done on a resource block basis. This means that cell x may cooperate with cells y and z, within resource block A, but may cooperate with other cells within resource block B. This also means that the scheduling slots shown in Fig. 3 and 4 can occur at the same time but in different resource blocks. Dynamic clustering is therefore UE-centric, since the received signal strengths at the UE primarily determine which transmission points cooperate on it.
Under dynamic clustering, the clustering criterion may be any of the aforementioned criteria used in fractional CoMP. A heuristic to maximize the long-term spectral efficiency is to maximize the equivalent SINR. Under JT-CoMP, the received signals from the CoMP cooperating set include the desired signal. Therefore, by selecting the transmission points which give the strongest received signals at a UE as members of the CoMP cooperating set, the equivalent SINR is maximized. Some transmission points may not be allowed to cooperate, and this is used as a constraint in the dynamic clustering. When the cell transmission points with the strongest signals are not allowed to form a CoMP cooperating set, then the transmission point which induce the next strongest received signal is selected, until an allowable set is formed.
The cluster region is the area at which its associated CoMP cooperating set performs CoMP or fractional CoMP to its UEs. Under static clustering, the cluster region is the union of the member cells. When dynamic clustering is performed, the cluster region reduces to the area where the total receive signal from its CoMP cooperating set is the strongest among all possible CoMP cooperating set combinations.

5.2 Distributed Cooperation

For a network which uses several central cooperation controllers, all the cooperative transmissions within each cluster region are governed by each central cooperation controller. Each central cooperation controller controls a fixed CoMP cooperating set. Since the CoMP cooperating sets are fixed, the strong interference intercluster cell-edges remain, unless the number of member transmission points increase. However, the network complexity exponentially increases by increasing the size of each CoMP cooperating set.

Under a distributed cooperation controller, the home BS makes a request to a few other surrounding home BSs for cooperation. When a request for cooperationg is granted, the CSI and UE information are shared among cooperating BSs. One of the member BSs may compute the transmission weights or this can also be distributively computed.
5.3 Operation of Dynamic Distributed COMP

DDCoMP is the synergy of the following schemes:

1. Fractional CoMP

2. Dynamic Clustering of agile CoMP cooperating set (intrasite / intersite / hybrid)

3. Distributed Cooperation Controller
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Figure 5: Distributed Dynamic CoMP (Operation)
Under DDCoMP, each home BS selects either CoMP or Non-CoMP transmission to each of its UEs. Furthermore, it assigns its associated cell transmission point. If CoMP transmission is selected for the UE, the home BS acts as a Master BS and coordinates with other BSs acting as slave BSs. Each Master BS makes a request to the slave BS for cooperation, and the slave makes a judgement on cooperation. If the response is OK, then channel state information and UE data are forwarded to the slave BS while the UE is prompted. Upon acknowledgement, CoMP commences. Note that the CoMP transmission may be transparent to the UE, and in such cases, the UE does not need to be prompted. These operations are discussed in detail in [4] and are shown in Figure 5.

5.2.2 Gains of DDCOMP
DDCoMP allows the site-edge interference and backlobe interference problems to be addressed. DDCoMP is illustrated in Figure 3 and 4, where the 1st scheduling slot is Figure 4. We observe that for UEs in the cell-inner, non-CoMP is performed. Meanwhile, for UEs in the cell-edge, surrounding cells form CoMP cooperation sets intelligently.
Through DDCOMP, the following gains are achieved:

( Through Fractional CoMP, higher spectral efficiency is achieved over both non-CoMP and CoMP.
Since fractional CoMP selects which scheme gives the maximum spectral efficiency for each UE, then the spectral efficiency is maximized at all cell regions.

( The increase in CSI feedback and data sharing over non-CoMP is moderate.
In Fractional CoMP, CoMP is only performed to some UEs. Therefore a moderate amount of CSI feedback and data sharing is required for DDCOMP compared to performing CoMP to all UEs.
( CoMP becomes more efficient, and more scalable for large networks.

Only a few BSs offer relatively strong signals to each UE. If dynamic clustering of agile CoMP cooperation sets is performed, then the transmission points with weaker signals which do not contribute significantly to the capacity are not selected. Therefore, the size of the CoMP cooperation set may remain small while resulting in significant gain over Non-CoMP. Under DDCoMP, the cooperation controller is distributed, and each transmission point coordinates with only a few other transmission points at a scheduling slot.Therefore, DDCOMP makes CoMP efficient and scalable for ver large networks.
5.2.2 Operations of DDCOMP
To maximize the benefits of DDCOMP, the transmission scheme must be appropriately selected before transmission is performed (Fractional CoMP). In addition, the appropriate BSs must be clustered in real-time in order to achieve gains of dynamic clustering. Finally, the distributed multicell UE scheduling algorithm needs to be developed to maximize the gains of DDCOMP.
When a transmission point is allowed to form a CoMP cooperating set with any transmission point of the same site or an adjacent site, under a hexagonal grid, each transmission point has 20 other transmission point choices (see Figure A.1). Consequently, if there three transmission points are in each CoMP cooperating set, then around 100 possible CoMP cooperating sets are possible for each transmission point. This number may be excessive for real-time processing. Fortunately, the other cells are oriented such that only around 6 other transmission points out of the possible 20 produce significant signal strength at any cell location (see Figure A.1. Only transmission points 1,2, 4, 5, 8, 19 produce significant signal strength on cell 3). If CoMP cooperating sets are limited to the 6 other transmission points, then the number of possible sets are significantly reduced with little loss in performance.
6. Simulation Study
To aid the reader in understanding the principles more clearly, an illustrative example is investigated in the Appendix in order to understand the principles clearly. The simulation test parameters for both the illustrative example, and the system-level analysis are listed in Table I in the Appendix. Details into the CoMP and non-CoMP transmission schemes and spectral efficiencies are also found in the Appendix.

For the simulation study, a system-level analysis with shadowing is performed to understand the gains achieved using DDCoMP. When partially correlated shadowing of BS sites is included, the shapes of the cluster regions and cell regions change. Partially correlated shadowing introduces “islands” and “holes” for each cell, cluster region, and cell regions. The cells are formed such that the UE is part of the cell with the strongest received signal from the cell transmission point (Maximum RSS cell/cell search).
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Figure 6: Cell-average spectral Efficiency vs. BS site-to-site distance. Shadow correlation of 1
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Figure 7: Cell-average spectral Efficiency vs. BS site-to-site distance. Shadow correlation of 0.5

Cell-average spectral efficiency

The cell average spectral efficiencies for the simulations under shadowing are shown in Figures 6 and 7, where Non-CoMP is used as the benchmark. First, we observe that the shadow correlation value has minimal effect on the cell-average spectral efficiency. This is because the average SINRs for the entire cell are about the same for both schemes, which leads to the same cell-average spectral efficiency. Next, we observe that intrasite CoMP gives better cell-average performance than intersite CoMP. This shows that the effect of intrasite cooperation on backlobe interference is more significant than the effect of intersite cooperation on the site-edge interference problem. This is because at the cell-edge, the SNR is low, and the absolute spectral efficiency gain of cooperation is low. However, the backlobe interference exists also at the high SNR region, which is at midway angles between the antenna broadsides. At the high SNR region, the absolute spectral efficiency gain of removing the interference is high. Therefore, the intrasite CoMP resulted in higher average spectral efficiencies compared to intersite CoMP. 
Next, we observe that dynamic clustering results in a slight gain over static clustering for the intersite CoMP. Next, we observe that even for agile dynamic clustering, without fractional CoMP, the gains of JT-CoMP over Non-CoMP are only for the lower site-to-site distances. Finally, by performing distributed dynamic CoMP, gains present in intrasite and intersite CoMP are utilized, and around 19% gain for shadow correlation of 1 and 18% gain for shadow correlation of 0.5 are achieved over Non-CoMP at 500 meters site-to-site distance.

Our spectral efficiency values are generally higher than those in [5] since we used an I.I.D. Rayleigh channel and some other ideality assumptions. However, the relative gains of Fractional CoMP and Dynamic Clustering that are shown here are of higher importance to demonstrate the capability of the schemes.
5% Cell-edge user spectral efficiency

The 5% cell-edge user spectral efficiencies for the simulations under shadowing are shown in Figures 8 and 9, where Non-CoMP is used as the benchmark. First, we observe that the values at shadow correlation of 1 are higher than that of shadow correlation of 0.5. Under shadow fading of 1, the worst-case ratio of the desired signal to the interference is dependent on the ratio of distances from the base stations. For example, Location 1 and Location 2 in Figures A.1 and A.2 both have the worst-case ratios. Hence, there is a lowerbound in SINR. However, for correlation of 0.5, there is no lowerbound. Therefore worst-case SIR ratio at shadow correlation of 1 is higher than the worst-case SIR ratio under an intersite shadow correlation of 0.5. For example, for Non-CoMP, at the intracluster cell-edge there is an improvement in using shadow fading of 0.5 because of the cell-search of the strongest signals. However, at the intercluster cell-edge, there is a decrease in 5% spectral efficiency. This is because the shadow fades are only partly correlated, so in about half of the cases, the sum of the intercluster signals are stronger compared to the case under full correlation. The stronger intercluster signals result in a worsening of 5% SINR and consequently a worsening 5% cell-edge spectral efficiency for Non-CoMP. So overall, Non-CoMP exhibits a worsening at shadow fading of 0.5. These reasons explain why the shadow correlation of 0.5 cases have lower 5% cell-edge spectral efficiencies.
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Figure 8: 5% Cell-edge user spectral Efficiency vs. BS site-to-site distance. Shadow correlation of 1
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Figure 9: 5% Cell-edge user spectral Efficiency vs. BS site-to-site distance. Shadow correlation of 0.5
We observe in Figures 8 and 9 that intrasite CoMP has a negligible effect on the 5% cell-edge spectral efficiency. This is because the intrasite CoMP does not primarily address the interference at the site-edge (where there is low SNR), which determines the 5% cell-edge spectral efficiency. Therefore, we recommend that intrasite CoMP should not be designed to increase the 5% cell-edge spectral efficiency.

Next, we observe in Figures 8 and 9 that intersite CoMP achieves 5% cell-edge user spectral efficiency gains over Non-CoMP and intrasite CoMP. Moreover, the improvement of dynamic clustering over static clustering is more evident at a shadow correlation of 1. This is because under shadow correlation of 1, at all locations, the combined signal strengths from the 3 base stations with strongest signals are significantly stronger than the other base stations. However, this is not true for shadow fading of 0.5, wherein some locations may have strong intercluster interference, even if dynamic clustering is used. Similar to our observation for cell-average, even for agile dynamic clustering, the gains of JT-CoMP over Non-CoMP are only at lower-site-to-site distances where the network is intercluster interference limited.
Finally, by combining the gains of intrasite and intersite CoMP, we observe that distributed dynamic CoMP achieves the highest 5% cell-edge spectral efficiency, which has a gain of around 92% over Non-CoMP for shadow correlation of 1 and around 48% for shadow correlation of 0.5 for a site-to-site distance of 500 meters. 
6.2.3 Effect of site-to-site distance

Figures 6 to 9 show that the cell-average and 5% cell-edge spectral efficiencies saturate at low site-to-site distances. This is because at low site-to-site distances, the received signals become intercluster interference-limited, which is not addressed by Non-CoMP and CoMP. We also observe that the gains of CoMP over Non-CoMP diminish at higher site-to-site distances. This is because at higher site-to-site distances, the receive signals become noise-limited, which is not addressed by CoMP. Therefore, we find that there is a suitable range of site-to-site distances to achieve the gains of CoMP cost-effectively.
7. Summary and Future Work
Distributed Dynamic CoMP (DDCoMP), is the synergy of the following:

1. Fractional CoMP. 
2. Agile Dynamic Clustering of CoMP cooperation sets 

3. Distributed cooperation controller. 
Fractional CoMP: CoMP is effective for users when the received signal strengths from cooperating transmission points are in the same order of magnitude (called intracluster cell-edge). However, at other areas, CoMP results in minimal spectral efficiency gain or even loss over Non-CoMP. Furthermore, performing CoMP to all users significantly increases the RAN complexity. To address these problems, a dynamic switching between CoMP and Non-CoMP transmission for each user must be performed (called as Fractional CoMP). If the switching is performed to maximize small-scale-fading averaged spectral efficiency, fractional CoMP results in higher cell-average and 5% cell-edge spectral efficiency over CoMP-JT and non-CoMP, and the volume of shared CSI and information data is reduced since only part of the users share information.
Agile Dynamic Clustering of CoMP cooperation sets. In static clustering of CoMP cooperating sets, the member transmission points of a CoMP cooperating set are fixed. UEs midway at the edge of the CoMP cluster region (called intercluster cell-edge) suffer from strong interference from other CoMP Cooperation sets. However, in dynamic clustering of CoMP cooperating sets, the transmission points which induce strongest signals at the UE are selected as members of the CoMP cooperating set. By allowing these “strong” transmission points to cooperate, the interferences from non-member BSs are minimized. Under agile dynamic clustering, the members of a CoMP cooperating set may be from the same site (called intrasite) or different site (called intersite), or their combination (called hybrid). Through agile dynamic clustering, at all locations, the strongest interferences are addressed and can be converted to desired signals using joint processing. The cell-edge locations become primarily part of the intracluster cell-edge region, where the gains of CoMP is significant.
Distributed cooperation controller. Finally, under DDCoMP, there is a distributed controller. This means that there are no permanent centralized cooperation controllers. Each home BS dynamically makes requests for cooperation to its neighboring BSs. When these requests are granted, information is shared and the transmission is performed cooperatively. 

The operation of DDCoMP is discussed in further detail in this document (see Fig. 5 and its discussion). In performing distributed dynamic CoMP, cell region partitioning into cooperation and non-cooperation regions and resource partitioning (as discussed in [6] and [7]) are required. The design and implementation of high-speed multi-cell scheduler [4], [8] and intelligent BS clustering operations is required and recommended for further research.

Through DDCoMP, the site-edge interference and antenna backlobe interferences are addressed and the gains of fractional cooperations are achieved. Furthermore, under DDCoMP, the spectral efficiency gains may be significant, even for even a small size of CoMP cooperating set, as shown in the simulation results. Finally, DDCoMP reduces the total feedback overhead compared to performing CoMP to all its UEs. For these reasons, DDCoMP is efficient and scalable for large networks.
For our simulations, the gains of DDCoMP over non-CoMP results in a moderate gain in system-level performance for cell-average (18% to 19%) and high gain for 5% cell-edge (48% to 92%), as shown in Figures 6 to 9. The relative gains of DDCoMP over Non-CoMP saturate at low site-to-site distances and diminish with increasing site-to-site distance. 

Considering its achieved spectral efficiency gains, we propose the option of Distributed Dynamic CoMP for LTE-Advanced.
Additional system-level gains are achieved by performing the following: cooperative proportional-fair scheduling, mixed CoMP operation [9] and dynamic CoMP cooperating set size [10]. These and other considerations will be discussed in future work.
8. For Decision

We are seeking your comments, contribution, or support, for our proposal at the next RAN meeting, Text Proposals on TR 36.814 to reflect:
1. The option of switching between Non-CoMP / CoMP transmission modes for each UE (known as Fractional CoMP) [(/(] 
2. The classification of CoMP cooperating set types: intrasite / intersite / hybrid (combination of intrasite and intersite) [(/(]
3. The options of static / dynamic clustering (also known as adaptive clustering) of CoMP cooperating sets [(/(]
4. The option of agile dynamic clustering, where CoMP cooperating set type can be dynamically changed to either intrasite, intersite, hybrid. [(/(]
5. The option of central / distributed cooperation controller [(/(]
*DDCoMP is the combination of: Fractional CoMP + agile dynamic clustering of CoMP cooperating set + distributed CoMP controller
Fractional CoMP: Dynamic selection between CoMP / Non-CoMP

Distributed Cooperation Controller: There is no fixed cooperation controller. Each BS requests neighboring BSs to perform cooperation.
__________
Appendices

A.1. Spectral Efficiencies of non-CoMP and CoMP used in the Simulations
The multicell channel is modelled as:
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Received signal at user
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Where 
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of cooperation set 
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 to user 
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.
Assume that the UE has no knowledge of inter-cluster interference correlation. In the worst case, the receivers treat the interference as white noise.
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Where 
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 is the number of transmit antennas, 
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 is the transmit power of transmission point
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of cooperation set 
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, and 
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U

 is the total receive power from the transmission points of other CoMP cooperation sets.
Spectral Efficiency of Non-CoMP SVD
Within the SINR range of operation, the spectral efficiency of non-CoMP schemes for user 
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 can be approximated as [6]
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Spectral Efficiency of CoMP JT-Block-Diagonalization SVD

JT-Block-Diagonalization SVD is used for the CoMP transmission in this simulation. In JT-Block Diagonalization SVD, the transmit matrices are formed [6].
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Within the SINR range of operation, the instantaneous spectral efficiency of JT Block-Diagonalization SVD schemes can be approximated as
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where 
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 is the SINR gap to capacity of CoMP and 
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 is the bandwidth inefficiency of CoMP. Due to orthogonality, of the transmit matrix to the channel to the other users, intracluster interference is absent from JT-Block-Diagonalization.
A.2. Simulation Parameters
Table I. Simulation Parameters
	PARAMETERS 
	VALUES 

	Cell Shape 
	Hexagonal; 2 Tiers of Virtual Sites for Interference 

	Number of Cells per site
	3

	No. of UEs per Cell
	10

	Carrier Frequency 
	2 GHz 

	Duplex Mode
	FDD (Only downlink is simulated)

	Site-site Distance
	500 meters [1]

	No. of Tx Antennas 
	4 

	No. of Rx Antennas 
	2 

	CoMP cooperating set Size 
	3 

	No. of UEs / Cell / Time Slot 
	10 

	Tx Power (all BSs) 
	36 dBm/MHz [1]

	Shadow fading standard deviation
	For illustration: None
For system-level analysis: 6 dB

	Shadowing Intrasite Correlation
	1

	Shadowing Intersite Correlation
	1 or 0.5 (0.5 value is from [1])

	Pathloss model 
	Okumura-Hata; Urban Macro; NLOS [1]

	Small-scale fading 
	I.I.D. Rayleigh 

	BS antenna height 
	25 m [1]

	MS antenna height 
	1.5 m [1]

	MS antenna type (gain) 
	Omnidirectional (0 dB) [1]

	BS antenna pattern (horizontal)
	3 sector: 
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	Maximum BS antenna gain
	14 dBi [11] (Not specified in [1] but specified in [11])

	Non-CoMP Scheme
	SVD Equal Stream Power (per-base power constraint). See Appendix for details

	JT-CoMP Scheme
	JT Block-Diagonalization SVD (per-base power constraint). See Appendix for details

	Non-CoMP User Scheduling
	Round-robin

	CoMP Static Clustering
	Intrasite and Intersite

	CoMP Dynamic Clustering
	Intrasite, Intersite, Hybrid, Agile

	Fractional CoMP Scheme 1 User Scheduling
	Round Robin among UEs in non-cooperation region

	Fractional CoMP Scheme 2 User Scheduling
	Round-robin of UE groups in cooperation region. A UE group is the set of UEs scheduled simultaneously using multiuser, multicel MIMO For this simulation, each member of a UE group belongs to a different cell and each member has a similar received signal strength profile compared to the other UEs in the group.

	MCS and other Spectral Inefficiencies
	See Tables II and III at the appendix


A.3 Bandwidth Efficiency and MCS Inefficiency under LTE

Under JT-CoMP, there is a reduction in inefficiency in order to allocate reference carriers for each cooperating transmission point. It is assumed that the path delays for CoMP are within the cyclic prefix (CP) time for all BS site-to-site distances. In [1], the assumption is 2-Cell CoMP, which results in 12 DRS carriers per subframe per resource-block for Non-CoMP 4x2 MIMO, and 24 DRS carriers per sub-carrier for the CoMP. However, we use 3-Cell Cooperation, and so we allocated 36 DRS carriers for CoMP.
Table II. Bandwidth Inefficiencies of LTE-Advanced [5]
	Total Resources
	50 RBs * 12 subcarriers * 10 frames * 14 OFDM symbols = 84000

	# symbols for PDCCH per subframe (L)
	L = 2

	Normal subframes: 4 out of 10 subframes (= 33600 REs)

	
	PDCCH
	50 * 12 * 4 * L = 4800 (L = 2)

	
	CRS
	50 * 6 * 4 = 1200 (1 antenna port, 1 symbol included in PDCCH)

	
	DRS (Non-CoMP)
	50 * XNC * 4 = 2400, XNC = 12 (for up to 2 layers per cell)

	
	DRS (CoMP 3-cell cooperation)
	50 * X3CC * 4 = 2400, X3CC = 36 (for up to 2 layers per cell)

	
	SS + PBCH
	288 + 240

	
	CSI RS
	100 * Y (Y depends on number of antenna ports and reporting period that companies assumed)

	MBSFN subframes: 6 out of 10 subframes (=50400 REs)

	
	PDCCH
	50 * 12 * 6 * L = 7200 (L = 2)

	
	CRS
	0  (included in PDCCH) 

	
	DRS-NC (DRS Non-CoMP)
	50 * XNC * 6 = 3600, XNC = 12 (for up to 2 layers per cell)

	
	DRS-3CC (DRS for 3-cell CoMP)
	50 * X3CC * 6 = 3600, X3CC = 36 (for up to 2 layers per cell 3 cells)

	
	SS + PBCH
	0

	
	CSI-RS
	0

	OBE-NC (Overhead Bandwidth Efficiency Non-CoMP)
	((84000-20128)/84000) = 0.7604

	OBE-3CC (Overhead Bandwidth Efficiency 3-Cell CoMP)
	((84000-32128)/84000) = 0.6175

	CPI (Cyclic Prefix (Normal CP length) Bandwidth Efficiency) [12]
	(14336/15360) = 0.9333

	GB (Guard Band Bandwidth Efficiency) gor subcarrier spacing of 15 kHz and 50 RBs
	(9 MHz / 10 MHz) = 0.9

	TOTAL (non-CoMP) 
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	OBE-NC * CPI * GB
	0.6387

	TOTAL (CoMP) 
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	OBE-3CC * CPI * BD
	0.5178


Table III. Approximate MCS Inefficienies of LTE-Advanced
	MCS Inefficiencies
	Values

	Maximum Sub-carrier Spectral Efficiency [12] 
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	6*(948/1024) = 5.5547

	Average SNR Gap to Capacity
	2 dB

	Maximum Spectral Efficiency (non-CoMP) 
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=


	3.5479

	Maximum Spectral Efficiency (CoMP) 
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	2.8813


A.4 Illustrative Example (intersite shadow correlation of 1):
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Figure A.1: Intersite Static Clustering: Location of BS Sites for Cluster (3,4,8) and Cell Regions. . Intersite shadow correlation of 1
For the illustrative example, the shadow fading has been removed to show the cell regionss clearly. In Fig. A.1, the location of BS sites, and cell regions are shown. Locations less than 35 meters from a BS site is excluded.
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Figure A.2. User Spectral Efficiency vs. Location, Non-CoMP and Intersite CoMP. Linear (Top), Log10 (Bottom). Intersite shadow correlation of 1
In Figure A.2, we observe in detail the user spectral efficiency with respect to its location. Notice that around the cell-edges, the performance of non-CoMP and CoMP differs. At areas such as Location 1 (part of the intercluster cell-edge), non-CoMP gives higher spectral efficiency. However, at areas such as Location 2 (part of the intracluster cell-edge), CoMP gives higher spectral efficiency. In Figure A.1, notice that the cooperation region represents around 20% of the entire cluster area, where gains are only achieved within the intracluster cell-edge. Figure A.2 illustrates the need for a dynamic clustering scheme in order to remove locations whose receive signal strength profile is similar to that of location 1 and reduce the intercluster interference.
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Figure A.3: Intrasite Static Clustering: Location of BS Sites for Cluster (1,2,3) and Cell Regions. Intersite shadow correlation of 1
The cell regions for intrasite static clustering is shown in Figure A.3. Notice that at locations very close to the BS, part of the non-cooperation region exists. The non-cooperation region at very close to the BS exists along the antenna broadside angle. The other part of the non-cooperation region is at locations far from the BS site.
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Figure A.4: Distributed Dynamic Clustering: Cluster Regions and Cell Regions. . Intersite shadow correlation of 1)
Under distributed dynamic CoMP, cluster region (3,4,8) is shown in Figure A.4. Notice that this cluster region under DDCoMP is smaller as compared to that of static clustering, and the proportion of the area which belongs to the cooperative region increases. Cluster regions (1,2,3), (3,8,19), (2,3,19), and (1,3,8) are also shown in Figure A.4. We observe that under DDCoMP, all the cell-edges are primarily part of the cooperation region, and all the cell-inners are primarily part of the non-cooperation region.
If cooperation is limited between transmission points of adjacent sites, then Cluster (3,8,19) is not permitted, since 8 and 19 are not adjacent. Therefore, ordinarily, other clusters which operate on the region occupied by Cluster (3,8,19) in Fig. A.4 result in less efficient JT-CoMP. However, in our simulations, the region occupied by Cluster (3,8,19) is entirely a non-cooperation region, therefore other clusters should result in the same spectral efficiency by using Fractional CoMP.
________
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