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1. Introduction
Past studies on system performance have shown that performance gains can be realized with relays for LTE-Advanced networks (e.g., [1]–[4]). Relays typically yield performance improvement by providing higher throughputs to UEs that would otherwise be located in poor geometry locations with respect to the macro-cell sites. Furthermore, studies have shown that dropping relays in the worst long term C/I regions yields better performance than randomly dropping relays in low-geometry regions. The “MBSFN method” can be used to support backhaul traffic. Some recent contributions have examined backhaul link quality and system performance with in-band backhauling [5]–[7]. In this contribution, we present a more extensive study of downlink (DL) system performance considering various models for the in-band backhaul link.
2. Backhaul Support
2.1. Sub-Frame Utilization for Access and Backhaul
In the MBSFN method, backhaul traffic is facilitated by configuring certain sub-frames as MBSFN sub-frames in the relay-cell. These sub-frames are then used by a relay node (RN) to receive DL backhaul traffic from its donor eNB. This is illustrated in Figure 1, where the utilization of sub-frames at eNBs, RNs, macro-cell UEs (UE1) and relay-cell UEs (UE2) are shown. The arrows show the direction of transmission for radio links in each sub-frame. Thus, sub-frames are normally used for access links, i.e., downlink transmission from an eNB or RN to its UEs except during the MBSFN sub-frames, when UEs in the relay-cell do not receive data whereas eNBs may transmit DL traffic to both RNs (i.e., backhaul traffic) as well as macro-cell UEs (access traffic). Furthermore, it is assumed that the same MBSFN sub-frame configuration is maintained throughout the network.
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Figure 1. Radio Links and Sub-Frame Utilization at Different Nodes in the Network
2.2. Link Models for Backhaul
In this study, we consider various models for the backhaul link. The models to be used for path loss, antennas, and lognormal shadowing on the access (eNB→UE1 and RN→UE2) and backhaul (eNB→RN) links are described in [8]. Accordingly, the path loss model is essentially that of a non-line-of-sight (NLOS) link. We refer to this model as Backhaul A. In [9] it was proposed that the effect of sight planning and the presence of a line-of-sight (LOS) link can be modeled via “bonus” of 6 dB to the path loss and a reduction of the standard deviation of lognormal shadowing to 2.6 dB. This model is referred to herein as Backhaul B. Although [8] specifies an omnidirectional antenna at the relay on both the backhaul and access links, here we consider the use of a directional antenna for the backhaul link, i.e., for receiving DL data from the eNB, while continuing to use an omnidirectional antenna for DL transmission on the relay-access links. The backhaul model with a directional antenna and a NLOS path loss model is called Backhaul C. Finally the model that combines a directional antenna with a LOS path loss model with a path loss bonus is referred to as Backhaul D.
2.3. Interference Model
As noted in Section 2.1, during normal, “access sub-frames”, no backhaul transmission takes place anywhere in the network. In this study, it is assumed that “backhaul sub-frames”, i.e., the sub-frames configured as MBSFN sub-frames in the relay cells, are used exclusively for backhaul traffic. Thus, resources in backhaul sub-frames are used for transmitting data only to RNs in the macro-cell and not to any UEs in the donor eNB’s macro-cell. However, if a macro-cell does not have any RNs, then the “backhaul sub-frames” are used just like “access sub-frames”—DL traffic to macro-cell UEs is scheduled—within that macro-cell to avoid wastage of resources.
The nature of the interference can be explained with the help of Figure 2, where three macro-cell sites are depicted and sectorization is ignored for simplicity. Desired and interference links are shown in the figure for access and backhaul sub-frames. The blue and red arrows depict transmission during access and backhaul sub-frames, respectively. Furthermore, the solid-line arrows represent the desired links whereas the dashed-line arrows represent the interfering links. To avoid over-crowding the figure, interference links during the access sub-frames are shown only for a single macro-cell UE. All interference links are depicted for the backhaul sub-frames, however. Note that UE14 receives DL data from eNB3 during a backhaul sub-frame since there are no RNs in the macro-cell.
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Figure 2. Link Models for “Access” and “Backhaul” Sub-Frames
3. Simulation Setup
A two-ring, 19-macro-cell, 3-sectored site hexagonal grid system layout is simulated with dual-port UE receiver operation and assuming TU channels using cell wrap-around for two systems. For System 1, 57 relays, a 5-MHz bandwidth, and Deployment Scenario (DS) Case 3 are assumed; for System 2, 228 relays, a 10-MHz bandwidth and DS Case 1 are assumed. Either 570 or 1140 UEs are randomly dropped with uniform spatial probability density over the entire 57-cell network. The relays are confined to a distance within 3.8 times the cell radius from the center eNB of the network. The minimum allowed distance between any two relays is 350 m in System 1 and 70 m in System 2. The relays are dropped at the worst long-term C/I locations in the system identified when no relays exist. As discussed in companion contribution [10], this yields larger gains than uniform dropping of relays (assumed in companion contribution [11]), although relay location becomes less important when the number of relays increases. A time and frequency selective Proportional Fair scheduler is used (the settings are slightly different from those used for obtaining the results in [10], [11]). Each RN is a single cell with its own scheduler, control channels, and an omnidirectional antenna for transmission and an omnidirectional antenna or a directional antenna (with a 3-dB beamwidth of 20 degrees), depending on the backhaul model, with no vertical pattern. The macro-cell eNB’s antenna has both a horizontal pattern and a vertical pattern, and is (mechanically) down-tilted as well. More details of the simulation assumptions can be found in the appendix.
The four backhaul models described in Section 2.2 are considered. The number of backhaul sub-frames per frame (SFpF) shared among all RNs in a cell is a parameter and, for the results provided here, the number of backhaul SFpF is 1, 2, 4, or 8, corresponding to Scenarios 1, 2, 3, and 4, respectively. The interference model is as described in Section 2.3. To simulate in-band backhaul, the scheduler of each RN is constrained to allocate resources to its UEs only when the amount of data that it has transferred to the UEs does not exceed the amount of data the RN has received from the donor eNB. This constraint ensures that the relay-cell throughput does not exceed the corresponding backhaul throughput. Thus, no DL transmissions occur in the relay cell when the data received on the backhaul link have effectively been relayed to the UEs. This approach also ensures that the results reflect the impact of bottlenecks in backhaul links. By further controlling the number of backhaul SFpF, the effect of increasing the size of the backhaul pipe (at the expense of the resources available for the macro-cell access links) can be observed.
4. Simulation Results
Table 1 shows the detailed throughput performance for System 1. The first row of results corresponds to the baseline scenario with no relays. Each subsequent set of four rows—the four rows correspond to the four backhaul models—provides results for a different scenario, as labeled in the first column. A few of the columns are highlighted. The tan-colored columns contain the average throughput per sector (i.e., one of the 57 “cells” in the system) due to relays, where the relay throughput is constrained by the backhaul as explained above. The yellow colored columns contain the per-sector aggregate throughput due to both the macro-cell and any relay-cells. The 5th percentile throughputs are shown in the grey columns. The green columns contain the throughput of a backhaul link, averaged over all of the active backhaul links in the system (note that some RNs may not serve any UEs and backhaul links of such RNs are not active). Finally the blue columns contain the average UE throughput, where the averaging is done over all UEs in the system.
Figure 3 provides a graphic view of the quality of the backhaul link for Scenario 1 (the plots for other scenarios are similar). Plot (a) of the figure shows the cumulative distribution function (CDF) of the “spectral utilization”, defined as the product of the instantaneous modulation order, coding rate, channel rank, and the fraction of usable sub-carriers allocated to the backhaul link. Plot (b) shows the CDF of the instantaneous received signal-to-interference-plus-noise ratio (SINR) of the data packet transmitted on PDSCH. Thus, plot (b) in each figure below demonstrates the raw channel quality for the backhaul link, plot (a) incorporates frequency utilization, and the throughput results in the table also reflect time utilization. In the figure, CDFs are plotted for the two UE cases and for the four backhaul models. 

The throughput performance generally improves sequentially from Backhaul A through Backhaul D, with the biggest jump observed from Backhaul C to backhaul D. In particular, Backhaul C (directional antenna) yields better results than Backhaul B (path loss bonus). The difference in backhaul link throughput for between the two UE cases is because interference characteristics in backhaul subframes are different.  With N=1140, more relays are active and, hence, backhaul subframes that were being used for access links with N=570 (because relays were not using them) are now used for actual backhaul.  These new backhaul links likely have poorer quality on average, leading to lower average backhaul throughput. This is borne out in Figure 3 where, although the PDSCH SINR is better with N=1140, the spectral utilization is lower because a fewer sub-carriers have acceptable quality. In Scenario 1, the use of relays generally improves the aggregate sector throughput and the 5th percentile throughput.  Backhaul A yields a very small improvement in sector throughput performance (~4% with N=570 and ~2% with N=1140) over the baseline case with no relays.
Table 1. Throughput Results for System 1
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average backhaul-constrained relay throughput per sector (kbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)
	Average macro-cell UE throughput (kbps)
	Average backhaul-link throughput (kbps)
	Average relay-cell UE throughput (kbps)
	Average UE throughput (kbps)

	
	
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140

	No relays
	N/A
	12.010
	12.949
	N/A
	N/A
	12.010
	12.949
	52.57
	35.62
	1201.53
	647.64
	N/A
	N/A
	N/A
	N/A
	1201.53
	647.64

	Scenario 1: Relays with 1 backhaul SFpF
	Backhaul A
	12.312
	12.987
	193.75
	273.51
	12.506
	13.261
	59.43
	39.80
	1363.41
	713.34
	345.12
	331.71
	200.80
	154.36
	1251.22
	663.77

	
	Backhaul B
	12.298
	12.985
	398.91
	532.17
	12.697
	13.517
	95.27
	55.21
	1361.80
	713.21
	710.56
	645.40
	413.41
	297.39
	1270.29
	676.01

	
	Backhaul C
	12.283
	12.951
	477.64
	687.17
	12.761
	13.638
	90.17
	52.86
	1360.20
	711.35
	850.80
	833.39
	495.01
	384.01
	1276.72
	682.06

	
	Backhaul D
	12.280
	12.941
	836.89
	1146.85
	13.117
	14.088
	98.42
	58.59
	1359.79
	710.85
	1490.70
	1391.26
	867.32
	640.90
	1312.27
	704.59

	Scenario 2: Relays with 2 backhaul SFpF
	Backhaul A
	11.667
	12.144
	390.30
	555.28
	12.058
	12.700
	76.69
	45.92
	1291.96
	667.02
	695.24
	673.44
	404.49
	310.31
	1206.33
	635.11

	
	Backhaul B
	11.632
	12.133
	795.66
	1077.22
	12.427
	13.210
	93.87
	53.32
	1287.96
	666.41
	1417.48
	1306.53
	824.66
	602.00
	1243.25
	660.65

	
	Backhaul C
	11.605
	12.072
	969.94
	1390.58
	12.575
	13.463
	92.06
	53.49
	1285.01
	663.07
	1727.88
	1695.56
	1005.25
	777.10
	1258.02
	673.28

	
	Backhaul D
	11.512
	12.049
	1788.17
	2306.09
	13.300
	14.355
	96.83
	56.53
	1274.73
	661.77
	3203.58
	2850.31
	1853.23
	1288.81
	1330.55
	717.88

	Scenario 3: Relays with 4 backhaul SFpF
	Backhaul A
	10.422
	10.537
	723.16
	1096.32
	11.145
	11.633
	77.34
	44.12
	1153.90
	578.71
	1288.37
	1330.08
	749.55
	612.7
	1114.88
	581.75

	
	Backhaul B
	10.393
	10.526
	1482.19
	2068.90
	11.876
	12.594
	86.72
	47.52
	1150.75
	578.08
	2649.58
	2542.67
	1536.44
	1156.48
	1187.96
	629.83

	
	Backhaul C
	10.323
	10.455
	1791.88
	2586.59
	12.115
	13.041
	86.85
	48.76
	1142.92
	574.19
	3225.20
	3266.97
	1857.49
	1446.03
	1211.87
	652.20

	
	Backhaul D
	10.100
	10.344
	3202.76
	4257.34
	13.303
	14.601
	86.51
	48.80
	1118.32
	568.12
	6219.34
	5636.84
	3321.25
	2380.62
	1330.88
	730.29

	Scenario 4: Relays with 8 backhaul SFpF
	Backhaul A
	8.212
	7.814
	1356.49
	2108.48
	9.568
	9.923
	40.68
	15.97
	909.22
	429.20
	2471.86
	2640.23
	1406.24
	1178.75
	957.18
	496.26

	
	Backhaul B
	8.1600
	7.807
	2663.96
	3694.95
	10.824
	11.502
	41.38
	16.01
	903.43
	428.80
	5188.13
	5061.93
	2762.51
	2065.91
	1082.81
	575.28

	
	Backhaul C
	7.987
	7.717
	2913.24
	4313.74
	10.900
	12.03
	41.80
	15.84
	884.31
	423.83
	6346.57
	6395.72
	3021.12
	2412.36
	1090.49
	601.75

	
	Backhaul D
	7.553
	7.478
	5025.63
	6977.75
	12.579
	14.455
	42.11
	16.13
	836.24
	410.68
	12132.1
	11140.0
	5213.40
	3903.24
	1258.60
	723.17
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Figure 3. CDF of (a) spectral utilization and (b) SINR in System 1 for Scenario 1
Going from Scenario 1 to Scenario 2, the aggregate throughput drops for all but the last backhaul model, with Backhaul A yielding worse performance than the baseline case with no relays.  This is because the reduction in macro-cell throughput outweighs the gains in throughput due to relay-cells. Although the 5th percentile throughput (cell-edge) may increase (it is actually slightly degraded for Backhaul D), the average UE throughput can be reduced in some instances because backhaul subframes are consuming capacity that was also used to serve high-rate users before. It is also observed that there is greater parity in the average macro-cell and relay-cell UE throughputs in this scenario.
The results for Scenario 4 demonstrate that the same trends continue with 4 backhaul SFpF. The sector throughput improvement for Backhaul D is significant only with N=1140, however. The 5th percentile throughput is degraded in all cases.
Scenario D reverses the sector throughput trend for Backhaul D. In this case, the gain in relay throughput per sector does not make up for the loss in macro-cell throughput per sector, since the backhaul is no longer a bottleneck and there is excess backhaul capacity that is unused.

Throughput results for System 2 are provided in Table 2 and CDFs of spectral utilization and SINR are plotted for Scenario 1 in Figure 4.  An important difference with respect to System 1 in the relative trends of the different backhaul models is that Backhaul C generally performs slightly worse than Backhaul B in all scenarios, which can be attributed to the poorer backhaul SINRs in this system (Figure 4(b)). Furthermore, the 5th percentile throughput is generally worse (barring a single exception) than in the baseline scenario because of the higher cell-edge interference in this system.

Table 2. Throughput Results for System 2
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average backhaul-constrained relay throughput per sector (kbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)
	Average macro-cell UE throughput (kbps)
	Average backhaul-link throughput (kbps)
	Average relay-cell UE throughput (kbps)
	Average UE throughput (kbps)

	
	
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140
	N=570
	N=1140

	No relays
	N/A
	28.022
	30.465
	N/A
	N/A
	28.022
	30.465
	201.01
	144.20
	2804.81
	1524.02
	N/A
	N/A
	N/A
	N/A
	2804.81
	1524.02

	Scenario 1: Relays with 1 backhaul SFpF
	Backhaul A
	26.015
	28.206
	976.33
	1083.72
	26.991
	29.289
	68.39
	27.98
	3979.73
	2222.11
	428.08
	333.91
	282.49
	148.49
	2701.91
	1465.42

	
	Backhaul B
	25.927
	28.222
	1866.55
	2061.30
	27.794
	30.283
	143.28
	68.18
	3966.20
	2223.43
	818.42
	635.12
	540.07
	282.44
	2782.09
	1515.14

	
	Backhaul C
	25.916
	28.190
	1738.19
	1962.61
	27.654
	30.153
	114.93
	53.49
	3964.39
	2220.99
	762.16
	604.72
	502.93
	268.92
	2768.06
	1508.65

	
	Backhaul D
	25.932
	28.164
	3104.18
	3537.04
	29.037
	31.701
	171.49
	98.33
	3967.25
	2218.84
	1361.11
	1089.83
	898.17
	484.65
	2906.53
	1586.01

	Scenario 2: Relays with 2 backhaul SFpF
	Backhaul A
	24.616
	26.255
	1998.02
	2204.71
	26.614
	28.460
	136.05
	54.10
	3765.56
	2068.32
	876.16
	679.32
	578.13
	302.09
	2663.94
	1423.80

	
	Backhaul B
	24.556
	26.328
	3892.25
	4297.48
	28.448
	30.626
	181.01
	105.33
	3756.40
	2074.13
	1707.79
	1324.36
	1126.29
	588.86
	2847.40
	1532.14

	
	Backhaul C
	24.602
	26.270
	3576.58
	4023.41
	28.178
	30.293
	170.39
	95.26
	3763.16
	2069.51
	1568.79
	1239.79
	1034.90
	551.30
	2820.24
	1515.50

	
	Backhaul D
	24.555
	26.275
	6374.44
	7274.21
	30.929
	33.549
	208.10
	133.43
	3756.24
	2069.84
	2828.60
	2259.71
	1844.94
	996.91
	3095.67
	1678.31

	Scenario 3: Relays with 4 backhaul SFpF
	Backhaul A
	21.1900
	21.665
	4085.34
	4620.28
	25.275
	26.286
	161.61
	102.72
	3241.01
	1706.60
	1799.59
	1424.28
	1182.25
	633.13
	2529.47
	1314.87

	
	Backhaul B
	21.071
	21.666
	7606.15
	8771.22
	28.677
	30.437
	190.66
	134.27
	3223.11
	1706.66
	3507.15
	2748.17
	2201.90
	1202.29
	2870.16
	1522.61

	
	Backhaul C
	21.170
	21.661
	7122.34
	8284.06
	28.292
	29.945
	184.06
	125.45
	3238.28
	1706.28
	3193.83
	2581.62
	2061.65
	1135.37
	2831.62
	1497.95

	
	Backhaul D
	21.061
	21.625
	11952.3
	14088.1
	33.014
	35.713
	216.84
	143.67
	3221.55
	1703.39
	5730.68
	4601.26
	3460.76
	1931.46
	3304.22
	1786.61

	Scenario 4: Relays with 8 backhaul SFpF
	Backhaul A
	9.065
	8.054
	7742.26
	9245.92
	16.808
	17.300
	110.36
	62.61
	1386.15
	634.25
	3675.23
	2943.55
	2241.28
	1267.37
	1681.69
	865.28

	
	Backhaul B
	8.867
	8.025
	13187.7
	15570.8
	22.055
	23.596
	119.55
	70.23
	1355.94
	631.96
	6596.89
	5301.35
	3818.57
	2134.88
	2207.06
	1180.39

	
	Backhaul C
	9.034
	8.046
	12956.1
	15760.3
	21.990
	23.806
	119.20
	69.75
	1381.31
	633.57
	6269.53
	5165.12
	3751.75
	2160.76
	2200.57
	1190.86

	
	Backhaul D
	8.680
	7.935
	17718.7
	21542.6
	26.399
	29.477
	121.83
	71.90
	1327.15
	624.82
	9096.23
	7370.94
	5132.09
	2954.11
	2642.19
	1474.81



[image: image4.emf](a) (b)

0 1 2 3 4 5 6 7 8 9 10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

X (bits)

Prob(Spectral utilization<=X)

 

 

Backhaul A, N=570

Backhaul A, N=1140

Backhaul B, N=570

Backhaul B, N=1140

Backhaul C, N=570

Backhaul C, N=1140

Backhaul D, N=570

Backhaul D, N=1140

-5 0 5 10 15 20 25

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

X (dB)

Prob(SINR<=X)

 

 

Backhaul A, N=570

Backhaul A, N=1140

Backhaul B, N=570

Backhaul B, N=1140

Backhaul C, N=570

Backhaul C, N=1140

Backhaul D, N=570

Backhaul D, N=1140


Figure 4. CDF of (a) spectral utilization and (b) SINR in System 2 for Scenario 1
In Scenario 1, only Backhaul D yields a performance gain over the baseline scenario. With all other backhaul models, the sector throughput due to relays does not make up for the reduction in macro-cell throughput. In Scenario 2, while the performance gain with Backhaul D continues to grow significantly, small gains are also realized with Backhaul B and Backhaul C. The performance degradation with Backhaul A increases. It is observed that, unlike in System 1, the sector throughput due to relays is increased by a factor slightly greater than 2 by doubling the number of backhaul sub-frames as a result of better relay utilization (similar to the case with N=1140 in System 1). The 5th percentile throughput increases with all backhaul models. The above trends continue to be exhibited in Scenario 3 with 4 backhaul SFpF. In Scenario D (8 backhaul SFpF), both 5th percentile throughput and the sector throughput are degraded with all backhaul models because there is excess backhaul capacity that is wasted by allocating too many backhaul SFpF.
5. Conclusions

In LTE-advanced networks with relays, in-band backhaul can be supported with the MBSFN method. In this contribution, various link models are studied for backhaul assuming a fixed number of sub-frames (1, 2, 4, or 8) available for backhaul in each cell.  Backhaul A is a NLOS link model assuming an omnidirectional receive antenna for the relay.  Backhaul B incorporates a path loss bonus to account for an LOS link and effective relay-site planning. Backhaul C uses a directional antenna with an NLOS link. Backhaul D assumes a directional antenna and an LOS link. The following observations can be made. Backhaul A yields either a very small or negative performance gain over the baseline scenario with no relays. Backhaul B and Backhaul C perform better and, in with enough backhaul capacity, yield performance gains over the baseline scenario where Backhaul A cannot.  Backhaul C is the better of the two in larger cells whereas the two models perform similarly in smaller cells. Backhaul D yields small to moderate performance gains and is generally beneficial in all scenarios. Increasing the number of backhaul sub-frames is beneficial to Backhaul B and Backhaul C in smaller cells, where the increase in backhaul capacity outweighs the cost to the macro-cell capacity, whereas Backhaul D is benefit in larger cells as well. When the number of backhaul SFpF is too large, there is excess backhaul capacity (available at the expense of macro-cell capacity) that is wasted when not used by relay-cells.
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Appendix: Simulation Assumptions

	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 19 macro eNB cell sites, 3 cells per site, wrapped‑around

	Relay layout
	System 1
	57 relay cells, not wrapped‑around (relays dropped at worst C/I locations) – i.e., 1 cell per macro eNB cell 

	
	System 2
	228 relays cells, not wrapped‑around (relays dropped at worst C/I locations) – i.e., 4 cells per macro eNB cell

	Inter-site distance (ISD)
	System 1
	1732 m (DS Case 3),

	
	System 2
	500 m (DS Case 1)

	Distance-dependent path loss for eNB(UE1
	L = 128.1 + 37.6log10(R), R in kilometers

	Distance-dependent path loss for eNB(relay
	L = 124.5 + 37.6log10(R), R in kilometers

	Distance-dependent path loss for RN(UE2
	L=Prob(R) PLLOS(R)+[1-Prob(R)]PLNLOS(R)
PLLOS(R)=103.8+20.9log10(R), R in kilometers
PLNLOS(R)=145.4+37.5log10(R), R in kilometers
Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) , R in kilometers (DS case 1)

Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5, 3exp(-R/0.095)) , R in kilometers (DS case 3)

	Lognormal Shadowing 
	As modeled in UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation: macro to UE
	8 dB

	Shadowing standard deviation: macro to relay
	6 dB or 2.6 dB

	Shadowing standard deviation: relay to UE
	10 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between sites
	0.5

	
	Between cells per site
	1.0

	Penetration loss from macro to UE
	20 dB

	Penetration loss from macro to relay
	0 dB

	Penetration loss from relay to UE
	20 dB

	Carrier frequency
	2 GHz

	Bandwidth
	System 1
	5 MHz

	
	System 2
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 2 for control (n=2), 1 for RS overhead)

	Channel model
	Typical Urban (TU) used for PDSCH 

	UE deployment
	570/1140 UEs over 57 cells (uniform random spatial distribution over the network) – i.e., 10/20 per donor cell

	Minimum distance between UE and BS
	35 m

	Minimum distance between relays
	System 1
	350 m

	
	System 2
	70 m

	Frequency reuse factor
	1

	Hybrid ARQ scheme
	IR , Chase combining (asynchronous) (2/3<MCS<4.8), 16 levels

	Hybrid ARQ round trip delay
	8 subframes (8 ms)

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern for macro eNBs to UEs (horizontal)
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 = 70 degrees, Am = 25 dB (70 degree horizontal beamwidth)

	Antenna pattern for relays to UEs (horizontal)
	Omni-directional
	0 dB for all directions

	
	Directional
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 = 20 degrees, Am = 20 dB (20 degree horizontal beamwidth)

	Antenna pattern for macro eNBs to UEs (vertical)
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 = 10 degrees, SLAv = 20 dB

	Antenna pattern for relays to UEs (vertical)
	0 dB for all directions

	Antenna down-tilt for macro eNB
	System 1
	15 degrees

	
	System 2
	7 degrees

	Total macro BS TX power
	40 watts, 46 dBm 

	Total relay TX power
	1 watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi 

	Relay antenna gain (incl. cable loss)
	Rx/Tx with eNB
	5 dBi

	
	RxTx with UE2
	7 dBi

	UE antenna gain
	0 dBi

	BS and relay transmitter to UEs
	2 antennas

	Relay receiver
	2 antennas

	UE receiver
	2 antennas

	UE speed
	3 km/h

	Relay noise figure
	5 dB

	UE noise figure
	9 dB

	CQI feedback delay
	2 ms

	CQI subband size
	180 kHz (12 subcarriers)

	CQI feedback cycle
	2 ms

	Traffic type
	Full buffer

	Scheduler
	Time and frequency selective Proportional Fair scheduler

	Control channel model
	Ideal

	Link to system level interface
	MMIB (PDSCH)

	UE Channel Estimation
	Non-ideal


































































































































































































Interference links during “access” sub-frames





Desired links during “access” sub-frames
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Desired links during “backhaul” sub-frames
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