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1. Introduction 

In this document our intention is to obtain fundamental performance results for DL CoMP which is the key technology to meet the high spectral efficiency requirements set forth by LTE-Advanced in TR 36.913.  Towards this end, we provide most relevant results from recent academic literature that can be used to assess the performance gains. While several companies have provided performance results under realistic settings [7], determining the best possible performance gains under ideal conditions (such as perfect channel knowledge, no restriction of finite codebooks and no backhaul latency) it is also of interest. A recent related contribution [6] also obtained performance benchmarks under ideal settings for DL CoMP with coordinated silencing and coordinated beamforming, the latter with two choices for beamforming, namely, via transmit signal-to-leakage ratio (SLR) optimization and via transmit matched filtering. In this contribution we allow for a complete optimization of beamforming vectors under a power constraint which subsumes the choices in [6] as special cases. 
2. Coordinated Beamforming 
We first consider single point coordinated transmission via coordinated (cooperative) beamforming in which every UE receives data from a single (serving) cell and where scheduling decisions and transmit beam selection is coordinated among adjacent cells (sectors) so as to reduce interference caused to UEs scheduled in the adjacent cells
We consider a downlink cellular network with universal frequency reuse where a cluster of 
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 coordinated base stations simultaneously transmit on  orthogonal  resource slots during each scheduling interval. Each base station is equipped with 
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 antennas and space-division multiple-access (SDMA) is employed to serve multiple mobiles. Each user is served by only one base station and employs single user decoding. For ease in exposition, we assume that each user has one receive antenna. Coordinated base stations only exchange channel quality measurements without any data sharing and this scenario is referred to as a partially-connected cluster (PCC). Let 
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With linear precoding, the signal transmitted by base station 
[image: image13.wmf]m

 on slot 
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 is expressed as 
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where 
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 is the complex symbol transmitted by base station 
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 on slot 
[image: image18.wmf]n

 to user 
[image: image19.wmf])

(

n

B

k

m

Î

 using the beamforming vector 
[image: image20.wmf]P

k

m

n

C

)

(

,

Î

w

. We assume that 
[image: image21.wmf][

]

1

=

|

)

(

|

2

,

n

b

E

k

m

, 
[image: image22.wmf],1,2

1122

[()()]=0

H

mkmk

Ebnbn

 for 
[image: image23.wmf])

,

,

(

)

,

,

(

2

2

2

1

1

1

k

m

n

k

m

n

¹

, and 


[image: image24.wmf],

max

,

2

,

)

(

1

=

m

k

m

n

m

B

k

N

n

P

£

å

å

Î

w


where 
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 is the maximum transmit power of base station m;

Let 
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 be the channel matrix between base station 
[image: image27.wmf]j
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 on slot 
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, which includes small-scale fading, large-scale fading and path attenuation. The signal received by user 
[image: image30.wmf])

(

n

B

k

m

Î

 on slot 
[image: image31.wmf]n

 is given by 
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where 
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 is the additive circularly-symmetric Gaussian noise with variance 
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: here, different noise levels account for different co-channel interference and different noise figures of the receivers. To simplify notation, the received signal is normalized by the noise standard deviation. Let 
[image: image35.wmf]()=()/()

kkk

ynynn

s

%

, 
[image: image36.wmf]()=()/()

kkk

znznn

s

%

 and 
[image: image37.wmf]()=()/()

kkk

nnn

s

hh

%

, we have:


[image: image38.wmf],,,,,,

()

=1

noise

usefulsignal

(,)(,)

co-channelinterference

()=()()()()()()().

M

HH

kmkmkmkjkjujuk

uBn

j

j

jumk

ynnnbnnnbnzn

Î

¹

++

åå

hwhw

14243

1444444442444444443

1444444444442444444444443


The objective function to be maximized is the (istantaneous) weighted system sum-rate subject to per-base-station power constraints. Assuming Gaussian inputs and single-user detection at each mobile, the problem to be solved is as follows:
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 indicates the collection of all beam vectors.
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is the priority assigned by the scheduler to user k on slot n; if 
[image: image42.wmf])

1/(

=

)

(

NM

n

k

a

, the objective function becomes the network sum-rate (measured in bits/channel-use/slot/cell); more generally, the scheduler may adjust the coefficients 
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 over time to maintain proportional fairness among terminals.
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 is the signal-to-interference-plus-noise ratio for user k served by base station m on slot n and is given by
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The optimization problem in (1) is unfortunately non-convex so a numerical optimization procedure cannot guarantee global optimality. An iterative algorithm which permits a distributed implementation and upon convergence obtains a local optimal solution to (1) is described in [2] and simulation results are presented in the sequel.
3. Joint Processing
We now consider  multi-point coordinated transmission which involves simultaneous transmission of packets to one or more UEs by multiple cells thereby providing benefits of (coherent) inter-cell energy combining as well as interference nulling [6].  
We consider two forms of joint transmission:

3.1 Joint Processing via linear precoding
The setup and the resulting optimization is similar to the one in (1) except that the signal transmitted by base station 
[image: image47.wmf]m

 on slot 
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denotes the set of all users. The resulting optimization is also non-convex.  Notice that a simple way to obtain a performance bound is to view the cluster as one big cell with MP (distributed) antennas and use the iterative algorithm from [2]. However, since the bound so obtained considers only one sum power constraint, it essentially assumes that power pooling across base stations is possible and hence need not be tight. A better result can be obtained by imposing per-base station power constraints and an iterative optimization technique is also possible. 

3.2 Joint Processing via Dirty Paper Coding
We now assume that all base stations in a cluster can jointly serve the scheduled users by employing dirty paper coding (DPC). The resulting weighted sum rate maximization problem is fortunately equivalent to a convex optimization problem [4,5]. However, designing numerically efficient algorithms is still a challenging task. For the case when each user has one receive antenna, we can leverage the results from [3,4]. In particular, again regarding the cluster as one big cell with MP (distributed) antennas we obtain an equivalent MISO broadcast channel and can use the sum-rate maximization method from [3] or the weighted sum rate maximization procedure from [4]. The drawback of this approach is that per-base station power constraints are not imposed and instead a power pooling across base stations is assumed to be possible. Recent results on weighted sum rate maximization in a MIMO broadcast channel with general transmit linear constraints [5] can be employed to obtain tighter bounds. 

Given the ideal setup simulated in this contribution, CoMP gains reported in the following section should be considered as an upper bound on the practically achievable gains. The simulation assumptions are summarized in Table 1. 

Table 1: Summary of simulation assumptions

	Parameter
	Value

	Deployment configuration 
	27 cells with ISD=2000m, path loss exponent 3.5 and log-Normal shadowing with standard deviation 8


	Simulation scenario  
	10 Users are dropped uniformly in each cell  

	Antenna configuration
	4 TX per cell and 1 RX at UE

	Fading model
	Spatially uncorrelated frequency flat block fading: constant within subframe, independent across subframes; 

	Throughput analysis
	Ideal Gaussian codes

	Inter-cell cooperation framework 
	Single point CoMP and multi point CoMP 
 

	Intra-cell transmission techniques
	MU-MIMO w/ rank 1 per UE

	UE receiver algorithm
	Spatial MMSE

	CSI and rate prediction at eNodeB                     Channel and interference estimation at UE 
	Perfect

	Scheduling 
	Proportional fairness and max C/I 


4. Performance results
Table-2 summarizes our obtained throughput results. Unless otherwise stated PF scheduling is employed.  In Table-2:
1. MU-MIMO w/o CoMP denotes the case when each cell independently serves its users using MU-MIMO with linear precoding and PF scheduling. There is no coordination among adjacent cells. Each cell independently optimizes its choice of beam vectors under a (per-cell) sum power constraint. We note that in comparison to the results reported here, the restrictive MU-MIMO in LTE can have a much inferior performance.  

2. MU-MIMO w/o CoMP and max C/I scheduling denotes the case when each cell independently serves its users using MU-MIMO with linear precoding and max C/I scheduling. There is no coordination among adjacent cells. Each cell independently optimizes its choice of beam vectors under a (per-cell) sum power constraint.  

3. MU-MIMO w/o CoMP and w/ DPC and max C/I scheduling  denotes the scenario where each cell independently serves its users using MU-MIMO with DPC and max C/I scheduling. There is no coordination among adjacent cells. Each cell independently performs DPC to maximize its sum-rate under a (per-cell) sum power constraint using the procedure in [3].  

4. MU-MIMO w/ CoMP denotes the case when a cluster of three adjacent cells serves its users using MU-MIMO with coordinated beamforming and PF scheduling. Each user receives its data only from its serving cell. The scheduling decisions and choice of beam vectors are coordinated among the cells in the cluster. The choice of beam vectors for all users in the cluster is jointly optimized under a (per-cell) sum power constraint.  

5. MU-MIMO w/ CoMP and max C/I scheduling denotes the case when a cluster of three adjacent cells serves its users using MU-MIMO with coordinated beamforming and max C/I scheduling. Each user receives its data only from its serving cell. The scheduling decisions and choice of beam vectors are coordinated among the cells in the cluster. The choice of beam vectors for all users in the cluster is jointly optimized under a (per-cell) sum power constraint.  

6. MU-MIMO w/ Joint transmission linear precoding CoMP with power pooling  denotes the case when a cluster of three adjacent cells serves its users using MU-MIMO with linear precoding and PF scheduling. Each user can receive its data from all cells in the cluster. Linear precoding (beamforming) is jointly performed for all users in the cluster under a per-cluster sum power constraint.  
7. MU-MIMO w/ Joint transmission DPC CoMP with power pooling  and max C/I scheduling denotes the case when a cluster of three adjacent cells serves its users using MU-MIMO with DPC and max C/I scheduling. Each user can receive its data from all cells in the cluster. DPC is jointly performed for all users in the cluster under a per-cluster sum power constraint.  
Table 2: Gains in spectral efficiency

	Method
	Cell spectral efficiency [bps/Hz]
	Gain in 5% tail spectral efficiency
	Gain in 10% tail spectral efficiency
	Gain in average spectral efficiency

	MU-MIMO w/o CoMP
	3.15
	14%
	11%
	5%

	MU-MIMO w/  CoMP
	3.31
	
	
	

	MU-MIMO w/ Joint transmission linear precoding CoMP and power pooling
	4.1
	 
	 
	30%

	MU-MIMO w/o  CoMP and max C/I scheduling
	5.79
	
	
	

	MU-MIMO w/  CoMP and max C/I scheduling
	5.82
	
	
	

	MU-MIMO w/o CoMP and w/ DPC and max C/I scheduling
	6.88
	
	
	

	MU-MIMO w/ Joint transmission DPC CoMP with power pooling  and max C/I scheduling
	8.37
	
	
	


5. Conclusions

In this document recent results from the academic literature were employed to obtain performance upper bounds on CoMP schemes. Future investigations include simulations as per the LTE-A agreement that can potentially reveal more CoMP gains. The performance of joint transmission CoMP  schemes using DPC or linear precoding without power pooling have to be investigated in order to separately capture the impact of power pooling and joint transmit processing. 
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