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1. Introduction 

Coordinated multi-point (CoMP) has been considered as one of the main enablers for high spectral efficiency requirements set forth by LTE-Advanced in TR 36.913. Inter-cell coordination techniques have been broadly classified into single point coordinated transmission such as coordinated (cooperative) beamforming and multi-point coordinated transmission such as joint processing [1]. As the names suggest, coordinated beamforming implies coordination of scheduling decisions and transmit beam selection so as to reduce interference caused to UEs scheduled in the neighbour cells while every UE receives data from a single (serving) cell. Coordinated beamforming benefits a relatively large population of UEs that observe a small number of dominant interferers. Conversely, joint processing yields simultaneous transmission of packets to one or more UEs by multiple cells thereby providing benefits of (coherent) inter-cell energy combining as well as interference nulling. However, additional benefits of joint processing over coordinated beamforming are limited to a subset of UEs that see comparable pilot strength from multiple cells. 
The goal of this contribution is to provide an initial assessment of achievable CoMP gains in the context of meeting ITU performance requirements in terms of the (average) cell and tail spectral efficiency. To this end, we consider the recommended configuration with 4 transmit antennas per cell, 2 receive antennas at the UE and focus on the urban micro-cell evaluation scenario that has challenging spectral efficiency requirements on one hand and is most likely to benefit from CoMP transmission due to low mobility on the other hand [12]. We further assume diversity antennas at eNodeB as well as UE and focus on coordinated beamforming type of cooperation. Note that the availability of multiple transmit antennas at eNodeB exceeding the number of receive antennas at the UE further reduces potential gains due to joint processing. In this contribution, we consider coordinated beamforming across cells in conjunction with single-user MIMO (SU-MIMO) and  multi-user MIMO (MU-MIMO) intra-cell transmission.    
2. Beamforming coordination procedure
In this section, we provide a high-level description of the simulated setup. Network-wide scheduling coordination and beam selection is accomplished through an iterative procedure that extends the existing game-theoretic framework used for distributed power optimization and, more recently, applied to spatial coordination, see e.g. [2],[3]. The goal of the aforementioned procedure is to maximize, at every scheduling instance, a global network-wide utility metric that captures instantaneous channel conditions (fast fading) as well as UE priority. This approach falls under the scope of a broader utility based CoMP paradigm outlined in [4]. In this paper, we analyze full buffer throughput and hence define utility matrix as a weighted sum of instantaneous rates achieved by all scheduled UEs in the network in a given subframe, wherein weights are chosen according to the fairness requirements. To this end, we iterate over scheduling decisions in different cells prior to scheduling a UE in a given subframe where at each iteration, every cell revisits the choice of UE and underlying transmit beam(s) based on scheduling decisions and beams decided by other cells in the previous iteration. Such a procedure is performed for every subframe and can be summarized as follows: [image: image33.wmf]}
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A. [image: image34.wmf]   Baseline. Every cell makes a tentative non-cooperative scheduling decision based on the priority  metric chosen according to proportional fairness and the instantaneous channel conditions as follows:    

where 
[image: image1.wmf])

0

(

c

u

is the UE tentatively chosen by cell 
[image: image2.wmf]c

 along with the optimal transmit maximum ratio combining beam (TX-MRC) denoted 
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 denotes instantaneous data rates achieved by UE 
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at the time instance 
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if this UE is scheduled across the entire subframe based on the perfectly known instantaneous channel. The non-cooperative scheduling decision ignores interference caused to UEs in adjacent cells and, likewise, assumes non-cooperative transmission by the neighbours, hence assesses achievable rate based on long-term C/I. In the case of SU-MIMO transmission, the TX-MRC consists of eigenbeamforming where the number of transmit beams equal to the spatial rank are chosen as principal eigen-directions of the UE channel. In the case of MU-MIMO intra-cell transmission, transmit beams are computed based on transmit signal-to-leakage ratio (TX-SLR) criterion: for every (MIMO) stream of the served UE, we find a beam that maximizes the ratio of the energy received along the eigen-direction of the corresponding stream to the sum of interference energies observed at the interfered UEs.    
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   Iterations. Every cell revisits its scheduling decision as well as transmit beam selection in a cooperative fashion based on scheduling decisions and transmit/receive beams chosen by other cells in the previous iteration. Note that an updated scheduling decision not only accounts for the utility of the scheduled UE but also for the utility of the victim UEs that have been tentatively scheduled by other cells in the previous iteration. For every cell 
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and every iteration
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is defined as a set of UEs associated with other cells that have been tentatively decided for scheduling at the previous 
[image: image15.wmf])

1

(

-

n

-th iteration and such that long-term channel strength (including the total path loss and shadow fading) from the cell 
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to any such UE is within a certain range from the long-term channel strength of its serving cell. This range will be called cooperation threshold. With this notion in mind, every cell updates the UE choice and the underlying beam according to the following rule:  
where 
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 is the UE and beam chosen by the cell 
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 at iteration 
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 is the set of beams considered for UE 
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at time 
[image: image23.wmf]t

which depends on the channel to that UE as well as the channels to the victim UEs 
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and their respective transmit and receive beams. In this study, we consider a set 
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 allowing for three possible choices:

·    Transmit maximum ratio combining (TX-MRC) matched to the served UE;
·     Transmit signal-to-leakage ratio (TX-SLR) criterion: compared to the baseline, here SLR takes into account inter-cell interference to the UEs 
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in addition to intra-cell interference if MU-MIMO is used. 
·     Coordinated silencing:  no UE is scheduled hence transmit power is set to zero, for the benefit of the victim UEs scheduled in the adjacent cells.  
After a certain number of iterations
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are used to update buffers of all the UEs and the corresponding fairness metrics. The simulation is run for a number of sub-frames large enough to approach the desired long-term fairness. We assume a block-fading model so that channels remain static over the time of scheduling and transmission and change in i.i.d. fashion across scheduling instances (subframes). While the utility metric described in this study implies proportional fairness, other fairness metrics can be used. Computation of data rates 
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 is based on 64QAM constrained capacity with 3dB gap to account for various link imperfections such as coding, channel and interference estimation loss. We also assume perfect knowledge of all serving and interference links at the time of scheduling. 
Note that setting the cooperation threshold to a very high value yields an iterative procedure where every cell selects a UE and the corresponding serving beam(s) that maximize the overall network-wide utility. Global convergence of such an iterative procedure would mean a globally optimal set of scheduling decisions that maximize a certain fairness metric which, in this case, is proportional fairness. However, a moderate value of the cooperation threshold can be used to keep manageable optimization complexity while approaching performance of a global optimization. In our experience, most of the gains can be obtained with cooperation threshold set to 10dB. While the optimization problem at hand is generally non-convex and therefore global convergence cannot be guaranteed, we have observed most performance improvement after three iterations.      

Although the described algorithm implies centralized scheduler operation, a distributed implementation of the same concept is possible wherein each cell (eNodeB) updates its scheduling decision and beam selection upon reception of the latest information from its neighbours and subsequently sends updated information to the neighbours including a tentative scheduling decision with underlying parameters such as beams and transmit power (p.s.d.) levels, channel state corresponding to the UEs that are associated with this cell and appear to be victims to the target cells as well as channels to the victim UEs sent to their respective serving cells.    
Practical implementation of the described concept requires:

·     Advanced downlink RS structure that allows to accurately measure and report channel state corresponding to the serving as well as interfering cells (CSI-RS) as well as demodulation RS enabling non codebooks based transmission by the serving cell to adapt transmit beams short-term channel conditions of the served and victim UEs (UE-RS). More details on design principles of such downlink RS can be found in [5]. 
·     Efficient feedback reporting mechanisms to deliver channel state information corresponding to the serving cell as well as (dominant) interfering cells with a manageable feedback overhead and accuracy sufficient to achieve transmit interference nulling (e.g. via SLR in this contribution). A simple extension of the LTE Rel-8 feedback reporting principle has been proposed in [6].  

·     Fast communication between eNodeBs to enable timely exchange of channel state information, UE priority as well as tentative scheduling decisions and underlying transmission parameters (beams). 
Given the ideal setup simulated in this contribution, CoMP gains reported in the following section should be considered as an upper bound on the practically achievable gains. All the simulations are carried out for the urban micro-cellular scenario according to the ITU evaluation methodology with simulation assumptions as summarized in Table 1. 

Table 1: Summary of simulation assumptions

	Parameter
	Value

	System bandwidth
	10 MHz

	Deployment configuration 
	19 eNodeBs, 3 sectorized cells per eNodeB, other parameters according to ITU evaluation [6].

	Simulation scenario  
	Urban micro-cellular 

	Antenna configuration
	4 TX per cell and 2 RX at UE

	Fading model
	Frequency flat block fading: constant within subframe, independent across subframes; uncorrelated TX and RX antennas

	Throughput analysis
	64QAM information rate with 3dB gap

	Inter-cell cooperation framework 
	Single point CoMP: choice of coordinated silencing and coordinated beamforming via transmit matched filtering or transmit signal-to-leakage ratio optimization

	Intra-cell transmission techniques
	SU-MIMO w/ rank 1,2 & MU-MIMO w/ rank 1 per UE

	UE receiver algorithm
	Spatial MMSE

	CSI and rate prediction at eNodeB                     Channel and interference estimation at UE 
	Perfect

	Schdeduling 
	Proportional fairness


3. Performance results
In this section, we describe system simulation results for the baseline uncoordinated transmission and coordinated beamforming transmission.  Figure 1 shows long-term C/I distribution when all interfering cells are present as well as C/I distribution computed assuming that 1, 2 and 3 dominant interferers are muted. The curves corresponding to reduced numbers of dominant interferers indicate an upper bound on achievable long-term C/I assuming a perfect cooperation results with perfect transmit nulling. Note that a complete removal of the primary dominant interferer results in about 3dB gain in the region of medium C/I values and smaller gains on the order 2dB at low C/I.  The actual UE spectral efficiencies achieved with various forms of uncoordinated and coordinated transmission are shown in Figure 2 for the case of 4 transmit antennas per cell and two receive antennas at the UE. 
[image: image31.png]08

0.6

CDF

04

0.2

ITU urban micro scenario

—all interferers present
— 1 interferer removed
~— 2interferers removed
— 3 interferers removed

i i
10 15 20 25 30
Long-term C/l [dB]




Figure 1: Long-term C/I distribution with different number of dominant interferers
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Figure 2: Spectral efficiencies in various transmission modes
Average cell spectral efficiencies as well as gains on average, 5% and 10% tail spectral efficiencies are summarized in Table 2. In Table 3, we show percentage usage of various transmission techniques and rank in uncoordinated and coordinated transmission settings with single layer (rank 1), SU-MIMO (rank 1 and 2) and MU-MIMO (rank 1 per scheduled UE) intra-cell transmissions. 
Table 2: Gains in spectral efficiency

	Method
	Cell spectral efficiency [bps/Hz]
	Gain in 5% tail spectral efficiency
	Gain in 10% tail spectral efficiency
	Gain in average spectral efficiency

	Rank 1 w/o CoMP
	4.47
	37.3%
	35.8%
	13.7%

	Rank 1 w/  CoMP
	5.09
	
	
	

	SU-MIMO w/o CoMP
	5.48
	41.5%
	40.8%
	13.5%

	SU-MIMO w/  CoMP
	6.22
	
	
	

	SU/MU-MIMO w/o CoMP
	6.07
	31.5%
	32.8%
	14.1%

	SU/MU-MIMO w CoMP
	6.92
	
	
	


Table 3: Percentage usage of various transmission schemes
	Method
	Rank 1 w/o CoMP
	Rank 1 w/  CoMP
	SU-MIMO w/o CoMP
	SU-MIMO w/  CoMP
	SU/MU-MIMO w/o CoMP
	SU/MU-MIMO w/o CoMP

	Coordinated silencing
	N/A
	1.6%
	N/A
	<1%
	N/A
	<1%

	Rank 1 TX-MRC
	100%
	35%
	20%
	8%
	6%
	4%

	Rank 1 TX-SLR
	N/A
	65%
	N/A
	30%
	N/A
	8%

	Rank 2 SU TX-MRC
	N/A
	N/A
	80%
	30%
	34%
	4%

	Rank 2 SU TX-SLR
	N/A
	N/A
	N/A
	32%
	N/A
	6%

	MU-MIMO TX-MRC
	N/A
	N/A
	N/A
	N/A
	60%
	11%

	MU-MIMO TX-SLR
	N/A
	N/A
	N/A
	N/A
	N/A
	67%


We observe consistent CoMP 13-14% gains in (average) cell throughput and around 30-40% gain in 5% and 10% tail throughput for all baseline (non CoMP) scenarios, namely rank-1transmission, up to rank-2 SU-MIMO and finally combination of SU- and MU-MIMO with the total spatial rank up to 2. It is interesting to note that CoMP increases the fraction of rank-1 transmissions in SU-MIMO scenario as inter-cell cooperation favours performance improvement for UEs in poor channel conditions at the expense of the rate/rank of UEs that enjoy high (C/I). Also, non-CoMP MU-MIMO increases the fraction of rank-2 transmissions from 80% to 94% with the corresponding (11% increase in cell throughput.  

It is worth emphasizing that CoMP gains reported in this contribution are somewhat optimistic given ideal assumptions in terms of the time-scale and extent of coordination as well as perfect and timely channel state availability at the transmitters. A more accurate evaluation is needed to find out whether CoMP operation is important to meet ITU requirements in terms of the (average) cell spectral efficiency.

It is also important to note that the “baseline” figures (results w/o CoMP) do not necessarily directly apply to Rel-8 operation, but the comparison is rather a theoretical exercise to abstract the gain provided by multi-point cooperative transmission. A deficient MU-MIMO operation in Rel-8 has the room of improvement from the MU-MIMO operation perspective, itself, as well as for the transition to a multi-point coordinated transmission scheme. In that case, the performance improvement of CoMP with respect to Rel-8 MU-MIMO operation is expected to exceed the numbers reported in Table 2.
4. Conclusions

This contribution highlights the gains associated with downlink coordinated beamforming that can be achieved in a deployment consistent with urban micro-cellular setup of the ITU evaluation methodology with 4 transmit antennas per cell and 2 receive antennas at the UE. 
Performance gains are reported for an idealized CoMP operation that assumes perfect channel state availability at the network side as well as fast coordination across the network that allows for fully coordinated scheduling decisions based on instantaneous channel (fading) state for every subframe. In the presence of intra-cell SU-MIMO and MU-MIMO, coordinated beamforming offers up to about 14% gain in (average) cell spectral efficiency and around 32-33% gain in 5% and 10% tail spectral efficiency. 
While the importance of CoMP techniques in the context of meeting / exceeding ITU performance requirements requires some further analysis, it is clear that practically achievable CoMP gains will be fairly small in traditional homogeneous cellular deployments. 
It is worth emphasizing that substantial gains can be achieved in the so-called heterogeneous deployments such as Home eNodeB deployments with access restrictions (CSG), same co-channel deployments of eNodeBs with various power classes of eNodeBs (macro- and hot-zone cells) as well as in-band relays. 
More details on CoMP gains achievable in various heterogeneous scenarios can be found in [8], [9], [10], [11].   
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