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1 Introduction

During the standardization process of LTE-A, relays are being considered. In [1], it is stated that “relaying is considered for LTE-Advanced as a tool to improve, e.g., the coverage of high data rates, group mobility, temporary network deployment, the cell-edge throughput and/or to provide coverage in new areas.” At the RAN1 #56 meeting, it was agreed that at least “type 1” relay nodes are part of LTE-Advanced, where “type 1 RN shall have its own Physical Cell ID (defined in LTE Rel-8) and transmit its own synchronization channels, reference symbols” [2]. For this type 1 relay, there is wireless self backhauling between the donor cell and the relay.
It is expected that multiple relay nodes may be planted in the same donor cell to cover its cell edge. In this scenario, multiple relay nodes are wirelessly connected to the same eNodeB. To date, it has not been specified how the resources available on the configured MBSFN subframes will be shared between multiple relays. Several ways are possible (TDM, FDM, SDM, a combination of these methods). In this contribution, the backhaul multiplexing techniques are discussed, and their pros and cons are listed. The analysis shows that the hybrid TDM/FDM and the SDM solutions are useful to reach the high throughput requirement of the relay backhaul link.
2 Backhaul Multiplexing Techniques
In the following, it is assumed that there are k relays in a cell. Assuming the backhaul connection is scheduled at regular intervals and that M MBSFN subframes per radio frame have been configured for backhauling. Also, assume that a total bandwidth B is available and is divided into N Physical Resource Blocks (PRB). Figure 1 shows a configuration of the radio-frame with M = 2 with subframes #2, #7 designated as MBSFN subframes for backhauling. This configuration is compatible with [3]. When multiple relays are deployed in a donor cell, the relays share the MBSFN subframes for backhaul. The question is how these MBSFN subframes would be shared efficiently.
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Figure 1.  Example of MBSFN assignment.

2.1 TDM Allocation
The simplest solution would consist in assigning the MBSFN frames to the relays in a Round Robin manner in the time domain. However, this solution is not optimal, because of latency constraints: for instance, if nine relays are deployed, the relay would get the channel only every 45 ms. This is likely to cause problems for severely delay-constrained type of data such as VoIP or video-streaming. Therefore, this solution is not suitable for all deployment scenarios: it might be tolerable when very few (e.g., 2) relays are deployed in a cell but it severely degrades performance if a large number of relays are deployed.

2.2 FDM Allocation
The MBSFN subframes can be shared in frequency domain in a frequency division multiplexing (FDM) manner. With this scheme, each relay j is assigned a subset of resource blocks (RB) in each MBSFN subframe.  The assignment can be distributed or block-wise.
With a distributed FDM assignment, PRBs are evenly assigned to the relays. For example, PRB set {j, k+j, 2k+j, … 
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k+j} can be assigned to relay j in the cell. Here the N available PRBs are numbered 0, 1, …, N-1.  This allocation would be good to harvest any frequency diversity in the case the channel between the eNodeB and the relay node is frequency selective. Such an allocation is illustrated in Figure 2.
With this allocation, depending on the value of  rem(N, k), up to k-1 PRBs may not be allocated. Several alternatives are possible. The assignment could continue in a round-robin manner and the last relays may be allocated less resources. Or, if a particular relay needs more resources, these unused PRBs could be given to that particular relay.

The process can obviously be extended to the case where the traffic demand per relay is different. For instance, if one relay needs twice as much resources as the other relays, it will be considered as two virtual relays, and the resources allocated to these two virtual relays will be allocated to that particular relay.

Another variation of the FDM scheme is to assign the PRBs block-wise. Instead of having the PRBs spread in frequency, the PRB allocation for a specific relay is now contiguous. Each relay j is allocated the PRBs from 
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. Such an allocation is shown in Figure 3.
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	Figure 2.  Distributed allocation
	Figure 3. Block-wise allocation


With an FDM assignment, the latency problem is solved. However, one relay can get only a small fraction of the total available bandwidth if there are many relays. This might be a problem for big packets (e.g., 1500-byte IP packets).
2.3 Hybrid TDM-FDM Allocation
To alleviate the problem previously described, it is possible to have a hybrid TDM-FDM allocation. The latency is slightly increased compared to FDM, but longer packets can be transmitted. The k relays are first grouped into M sets. Each of these M sets is then assigned one of the M MBSFN subframes. The relays of each set I are then FDMed using either distributed or block-wise allocation, I = 0, 1, …, M-1. Note that the number of relays in each set can be different to accommodate various traffic demands. This solution offers a lot of flexibility and is preferred over the pure FDM, or pure TDM solution. The assignment of the relays to the relay sets can be updated periodically via higher layer signalling to accommodate the varying load of the relays.
2.4 SDM Allocation
While FDM solutions distribute the resources of available bandwidth among the relay nodes, spatial division multiplexing (SDM) can be deployed where spatial resources is shared among the relays where each relay may utilize a larger portion of the bandwidth. With SDM, parallel spatial streams may be sent from the eNodeB to the relays. With knowledge of the relay locations, the eNodeB antenna array can send directional signals rather than radiating the signal in all directions. Similarly, for UL backhaul (relay to eNodeB), directional antennas can be used to point the antenna array to the eNodeB if multiple antennas are used at the relay. This increases the backhaul throughput while reducing interference to other cells/UEs. Both the transmitting and receiving radiation pattern of the eNodeB can be adapted to obtain highest gain in the direction of the scheduled relays. When the number of relays is small, e.g., 2, it is possible that each relay utilizes the entire available bandwidth.  
Given that only a small number of relays may be attached to a donor eNodeB, and the relays are stationary, the location information of relays and the precoding matrices can be estimated and updated only occasionally to facilitate the beam-forming.  
3 Conclusion
Several methods of backhaul link multiplexing were presented. The hybrid TDM/FDM and the SDM solutions are promising. 
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