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1
Introduction
In the previous meetings #55 and #55bis, RAN1 has agreed on the MAC-to-PHY mapping scheme of having one transport block per component carrier when multiple component carriers are aggregated. Also control signalling to support this structure has been discussed in numerous contributions; however conclusions are yet to be drawn. In this contribution we compare the different approaches on downlink control signalling for wider bandwidth. This contribution is based on earlier discussion on the topic in [1]. Compared to the earlier work, we have added further investigations for example on the impact on PDCCH blocking probability, overhead, PUCCH design impact as well as impact of erroneous PCFICH detection.
2
Different PDCCH options

Different PDCCH options have been well summarized in several contributions [1]-[12]. The main branches of PDCCH design are separately coded PDCCHs independently transmitted on each component carrier, and jointly coded PDCCH either confined within one component carrier or distributed over several component carriers. Further, the joint PDCCH schemes may be divided into ones where the DCI format size is varying dynamically based on the number of CCs that the UE is being scheduled on and ones where the DCI format size is semi-statically fixed according to the number of CCs the UE is monitoring. Regarding this latter aspect of dynamic versus semi-static DCI format size, clearly one can say that the biggest benefit that the joint PDCCH approach has, i.e. reduction of number of blind decoding attempts, is lost if the DCI format size is made dynamically varying [5].

Also several primary PDCCH – secondary PDCCH structures have been proposed [10]
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[12]. While these approaches address well the issue of number of blind decoding attempts, they introduce an additional dependency in the decoding chain: The UE would need to first decode correctly PCFICH, then P-PDCCH, based on which the S-PDCCH can be decoded. Clearly to avoid significant coverage/performance losses, the P-PDCCH should be very robustly coded (note that losing P-PDCCH would mean losing PDSCH on all component carriers). This robust coding would then imply very high total PDCCH overhead, especially when noting that this additional overhead basically comes on top of the S-PDCCHs. Note that the S-PDCCHs can be considered to have close to same size as simply having separate PDCCHs on each component carrier.
Hence, our focus in this contribution is on the most promising schemes which are separate PDCCHs on each component carrier and the two joint PDCCH flavors of distributing the PDCCH over all assigned component carriers or not. Our assumption is that the UE is assigned semi-statically a number of component carriers to be monitored, and in the joint PDCCH case the DCI format size is fixed according to this semi-static CC assignment.
3
Comparison of the PDCCH options
In this section, we discuss and compare the options of separate and joint coding of PDCCHs from various viewpoints.
3.1
PDCCH blocking probability
As is well known, PDCCH blocking probability refers to the probability that the eNB scheduler can not schedule the UE because no CCEs within the UE’s PDCCH search space are free, even though otherwise there would be PDCCH capacity left. Blocking probability has a negative effect on the achievable system throughput, and it may also imply additional delay for delay-critical transmissions.
With separately coded PDCCHs, the PDCCH blocking probability per component carrier is clearly the same as for Release 8. The overall blocking probability is larger, i.e. the probability that at least one PDCCH is blocked. However this is not a major issue, since even though not all PDCCHs can be scheduled, some throughput is anyway obtained as the probability of blocking all PDCCHs simultaneously is very small. 

With a jointly coded PDCCH distributed over all component carriers the situation is much worse: To avoid increasing the number of blind decoding attempts significantly, there has to be a fixed 1-to-1 mapping between the CCEs used on each component carrier [3]. Then, if the CCEs on any of the component carriers become blocked, the whole PDCCH is blocked and hence the UE will not be scheduled at all in the subframe. Figure 1 illustrates the issue. It is noted that main cause of this issue are different (independent) CCE reservations on each component carrier, which is caused by having different UEs monitoring and scheduled on different component carriers. The problem may have a significant impact on overall throughput, and it also complicates eNB PDCCH scheduling as special measures are needed to overcome the issue. This problem has been acknowledged also in [4].
Jointly coded PDCCH transmitted on one component carrier also introduces more severe blocking problems: Such PDCCH would have a large payload and hence require very large aggregation sizes to ensure coverage. Clearly, such large aggregation sizes introduce more severe blocking as they require large number of continuous CCEs to be used.
Hence clearly, from PDCCH blocking perspective, separate PDCCHs are the most favourable option.
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Figure 1. Illustrating the blocking probability issue: In this example, e.g. on aggregation level 1, separately coded PDCCHs can be transmitted on each component carrier. However, a joint PDCCH distributed over the two component carriers becomes blocked due to the needed 1-to-1 mapping of CCE indices – here the mapping rule is using same CCE indices on both CCs, and in the example it is not possible to find CCE index that is free on both CCs. It is however noted that the issue is not dependent on how the 1-to-1 mapping is done.
3.2
PUCCH design impact
It has been claimed that DTX detection will be easier for the joint PDCCH approach [5]. This is because there is only one DTX state with the joint PDCCH: either zero or all component carrier PDCCH transmissions have failed. With separate PDCCHs there are multiple states and hence additional DAI (Downlink Assignment Index) bits would be needed to support DTX detection. 
Regarding whether these DAI bits would cause a problem in terms of PDCCH overhead, we need to look at how many bits would be needed in practice:
· One way to signal DAI bits is to have a fixed number of bits such that all scenarios can be handled. In LTE-Advanced we are targeting to support up to 100 MHz bandwidth which can be achieved with five 20 MHz carriers; hence three DAI bits for multicarrier purpose should be always enough (supporting TDD is another topic – there DAI bits are needed also for jointly coded PDCCH).

· Another way is to make the number of DAI bits dependent on the number of component carriers actually present in the system, in the same way as we have resource allocation field dependent on the number of PRBs and in the same way as we would have the joint PDCCH payload size dependent on the number of CCs the UE is monitoring. In this case we need only ceil(log2(NCC)) bits where NCC denotes the number of component carriers. Considering that probably in macro scenarios on pre-WRC’07 IMT frequency bands non-contiguous aggregation with up to two (due to complexity reasons) component carriers may be the main case, we would need only one bit for DAI. The cases with multiple component carriers would typically happen on carrier frequencies beyond 3.4 GHz, implying small cells and interference-limited scenarios. In such scenarios PDCCH coverage is not a problem and hence we can afford to add more DAI bits.
· Also, in [13] we have shown that even non-DAI –based solutions can be found to address this issue.
The other issue related to PUCCH design is PUCCH resource booking that was also briefly addressed in [5]. Separately coded PDCCHs may have a slight advatange here as the scheme inherently books one PUCCH ACK/NACK resource per component carrier. These channels can be used for supporting ACK/NACK multiplexing on the PUCCH [13]. With jointly coded PDCCH, at least N CCEs are needed in order to occupy N parallel PUCCH ACK/NACK channels. This can be seen as a restriction related to PDCCH scheduler. Also, in the same way as for PDCCH overhead (see section 3.5), the joint PDCCH approach may easily lead to overbooking of PUCCH resources especially in case the UE is not scheduled on all assigned component carriers.
CQI reporting burden has also been mentioned as one potential issue of separately coded PDCCHs: The claimed issue is that having different link adaptation for each PDCCH on different CCs requires separate CQI reporting from the UE for each component carrier. However, this is not considered to be any issue as CQI reporting is anyway required for PDSCH transmission on multiple component carriers.
Thus, it seems the differences in the impact of PDCCH design on PUCCH are very minor – due to PUCCH resource booking issues separate PDCCHs could in fact be a better option in this regard.

3.3
Impact of erroneous PCFICH detection
The impact of erroneous PCFICH detection was discussed in [5]. Our assumption is that the PCFICH would be independent on each component carrier in order to optimize the overhead. It seems this assumption is in line with most other companies’ views. The impact is then as follows:
· With separate PDCCHs, the impact of erroneous PCFICH is exactly the same as in Release 8, i.e. the PDCCH and PDSCH only on the corresponding component carrier are lost. We can also say that this way the current PCFICH performance is good enough and there is no reason to make it more robust by having a common PCFICH on all component carriers.
· With a jointly coded PDCCH distributed over multiple component carriers, the problem is much more severe because erroneous detection of a single PCFICH may lead to losing the PDCCH and hence all PDSCHs in the subframe.
· With jointly coded PDCCH confined within one component carrier, the problem is slightly alleviated, however still worse than with separately coded PDCCHs: If the UE happens to detect PCFICH incorrectly on the component carrier used for PDCCH transmission, again all PDSCHs in the subframe will be lost. If the UE detects PCFICH incorrectly on any other component carrier, the impact is limited to incorrect PDSCH decoding on that component carrier (due to wrong assumption about the PDSCH region size).

Hence from PCFICH detection point of view, separately coded PDCCHs seem to be the best choice.
3.4
Power saving impacts
In some contributions, e.g. [5] and [11], it has been mentioned that UE power saving impact should be taken into account in the PDCCH design, and that schemes that confine PDCCH(s) within one component carrier would have an advantage here. Our view is that it is not possible to achieve such power saving provided that the UE is configured to potentially receive PDSCH on multiple component carriers: This is due to the processing (decoding) delay of the PDCCH, during which the UE must assume that it will be receiving PDSCH on all assigned component carriers. Due to this, the UE will anyway need to receive all component carriers during PDCCH decoding. Also, before the PDCCH is decoded, the UE needs to prepare for demodulating PDSCH on each component carrier and hence receive everything on each assigned component carrier, including the reference signals in the first two OFDM symbols.

In addition, there may actually be a delay when switching from receiving one component carrier to receiving multiple component carriers; hence it is not even clear whether such an approach of allowing the UE to monitor PDCCH on a narrower bandwidth than the corresponding PDSCH(s) is feasible at all. 

Hence, the selection of the PDCCH scheme does not seem to have any impact on UE power saving possibilities.
3.5
Overhead
PDCCH overhead has been mentioned as one of the main advantages of the joint PDCCH approach [3]
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[8]. However, when taking into account that in practice the UE is not scheduled all the time (or even most of the time) on all component carriers that it is monitoring, the overhead issue is not that straightforward. The overhead of joint PDCCH approach is indeed smaller when scheduling on all component carriers that the UE is monitoring, however, when scheduling only on some of those component carriers, the overhead of joint PDCCH approach may in fact be larger.

Table 1 and Table 2 show examples on how the total payload size for each scheme can be calculated in case of different numbers of component carriers. We distinguish here between the total number of component carriers NCC (or we could see this also as the number of semi-statically assigned CCs) and the number of component carriers on which the UE is actually being scheduled Nsch. Figure 2 and Figure 3 show then some examples of the payload sizes: it is clearly seen that the overhead of separately coded PDCCHs becomes lower when the UE is not scheduled on all assigned component carriers – this is because the scheme can better adapt to varying number of scheduled CCs. Joint PDCCH achieves small overhead savings only in case that the UE is scheduled on all assigned component carriers.

As mentioned in section 2, to avoid this problem of joint coding, one could make the DCI format size vary dynamically. However, that would require either heavy signalling to change the CC assignment quickly enough, or a large number of blind decoding attempts. Also, the eNB would obviously always assign optimal number of CCs, however still due to e.g. fluctuations in the offered traffic and load there will be variation in the number of CCs on which the UE can be scheduled.
One may argue that joint coding offers further possibilities for payload size optimization [8] since everything is under one CRC. However, any further optimizations also lead to further scheduling restrictions, e.g. having the same HARQ process ID on each component carrier would mean that the eNB would have to schedule retransmissions in the same subframe on all component carriers – this seems like a quite severe scheduling restriction.
Table 1. Overhead calculations for DCI format 1A. NCC = total number of component carriers and Nsch = number of component carriers on which the UE is scheduled.
	DCI format 1A
	Separate coding
	Joint coding

	Resource allocation header
	Nsch
	1

	Resouce block assignment
	25Nsch
	25NCC

	Downlink assignment index
	Nsch x ceil(log2(NCC))
	0

	Power control for PUCCH
	2Nsch
	2

	HARQ process number
	3Nsch
	3NCC

	NDI
	Nsch
	NCC

	RV
	2Nsch
	2NCC

	MCS
	5Nsch
	5NCC

	Cyclic redundancy check
	16Nsch
	16

	Total number of bits
	(55+ ceil(log2(NCC)))Nsch
	19+36NCC


Table 2. Overhead calculations for DCI format 2. NCC = total number of component carriers and Nsch = number of component carriers on which the UE is scheduled.

	DCI format 2
	Separate coding
	Joint coding

	Resource allocation header
	Nsch
	1

	Resouce block assignment
	25Nsch
	25NCC

	Downlink assignment index
	Nsch x ceil(log2(NCC))
	0

	Power control for PUCCH
	2Nsch
	2

	HARQ process number
	3Nsch
	3NCC

	HARQ swap flag
	Nsch
	NCC

	Codeword 1:
	
	

	NDI
	Nsch
	NCC

	RV
	2Nsch
	2NCC

	MCS
	5Nsch
	5NCC

	Codeword 2:
	
	

	NDI
	Nsch
	NCC

	RV
	2Nsch
	2NCC

	MCS
	5Nsch
	5NCC

	Precoding information
	3Nsch
	3NCC

	Cyclic redundancy check
	16Nsch
	16

	Total number of bits
	(67+ ceil(log2(NCC)))Nsch
	19+48NCC


[image: image2.jpg]Total number of PDCCH bits

140

120

100

80

60

40

20

I Joint PDCCH
Separate PDCCHs, N, =1

[ Separate PDCCHs, N =2

N

DClformat 1A

DClformat 2





Figure 2. Overhead comparison when NCC=2. Clearly it is shown that when number of scheduled CCs is one, separate PDCCH implies lower overhead. When both CCs are scheduled, overhead of joint coding is slightly lower.
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Figure 3. Overhead comparison when NCC=4. Similar conclusions can be drawn as from the previous result: when the number of scheduled CCs is small, the overhead of separate PDCCHs is in fact smaller.

Based on the above it seems fair to say that on average there is not much difference in terms of overhead between the schemes.

3.6
Blind decoding impact
The approach of separate PDCCHs requires more blind decoding attempts than the joint PDCCH approach – in fact without any further restrictions the number of blind decoding attempts may scale linearly with the number of component carriers. Increasing the number of monitored DCI formats would increase the number of decoding attempts even further. 
However, it is noted that the larger number of blind decoding attempts also brings more freedom for the eNB scheduler: In case of separate PDCCHs, it is possible to use different DCI formats on each component carrier, e.g. mix formats 1A and 2. In case of joint PDCCH, to get the desired savings in the number of blind decoding attempts, the DCI format would need to be common to all CCs. For example, if MIMO is configured on one component carrier, then the DCI format has to include the MIMO fields for all component carriers – otherwise the size of the joint DCI format becomes very dynamically varying and the blind decoding benefit is lost. This freedom for the eNB scheduler can be seen as important especially for non-contiguous aggregation, and also it reduces PDCCH overhead further.
Also we note that it can be expected that the UE PDCCH decoding capabilities would improve in the same way as the PDSCH decoding capabilities need to improve for extended bandwidth. In fact, the biggest bottleneck in UE decoding capabilities is turbo decoding. Once turbo decoding is boosted to cope with data rates up to 1 Gbps, increasing the number of blind decoding attempts is not expected to be a major problem. Still, some means of reducing the number of blind decoding attempts may be considered [5] if this number becomes too problematic. In [14] we have presented one promising approach to achieve this.
3.7
Performance

It has been mentioned that one of the advantages of distributing the PDCCH over several component carriers is additional frequency diversity in channels with low frequency selectivity, such as indoor channels. We acknowledge that there is a slight diversity gain available, however introducing the inflexibility of distributed PDCCH (as described in previous sections) just for this purpose does not seem to be justified. It is noted that coverage is anyway not expected to be any problem in indoor scenarios / small cells due to relatively high SINR conditions. 

Also, on the other hand we can state that having separate PDCCHs allows independent power and aggregation level setting for each component carrier in coherence with component carrier –specific SINR conditions. This could potentially result in more efficient usage of control channel resources. Also, this seems particularly important for non-contiguous component carrier aggregation.
3.8
Standardization impact
The separate PDCCH approach clearly provides best reuse of Release 8 definitions, and also fully supports the approach that RAN1 work is agnostic to component carrier bandwidths, continuous/non-continuous aggregation, asymmetric bandwidth etc. It may be that the Release 8 DCI formats can not be 1-to-1 copied, e.g. the DAI bits may be needed, however the impact from standardization perspective is still extremely small. Some impact may be expected if there is a desire to reduce the number of blind decoding attempts.

With the joint PDCCH approach, DCI formats become dependent on the aggregated bandwidths. Also, the joint PDCCH approach requires definition of aggregation levels of > 8 to reach good coverage, so the whole PDCCH structure including search spaces would actually need modifications, not only the DCI formats. This may also introduce further problems regarding e,g, PDCCH capacity on smaller component carrier bandwidths. In addition, the distributed joint PDCCH solution requires definition of additional REG interleavers across component carriers [3].
4
Conclusion
Taking all the above issues into account it seems that having separate independent PDCCHs on each component carrier is the most robust, flexible and simple way to provide control signalling for the agreed MAC-to-PHY mapping scheme. Hence, we propose that RAN1 agree on separate PDCCHs on each component carrier as the way forward. Still, we do not want to preclude any optimizations to blind decoding at this phase.
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