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1. Introduction

As reported in [1]-[3], uncoordinated deployment of eNBs in local area environments will benefit from having support for dynamic frequency re-use mechanisms. In [1]-[2] such schemes were called “autonomous component carrier selection”, while it was named “dynamic management of frequency band resources” in [3]. However, both basically refer to the same type of scheme, where each eNB dynamically selects to use only a subset of the available component carriers (i.e. using from one component carrier up to the maximum number of available component carriers). Here we consider a fully distributed scheme where component carriers are selected autonomously by each eNB depending on the offered traffic, interference coupling with neighbouring cells, etc. As the scheme is fully distributed, it does not involve additional processing load on O&M or S1 interface. In this contribution we further elaborate on such schemes, and we propose to use so-called background interference matrices (BIMs) for autonomous component carrier selection of secondary component carriers. 
The contribution is organized as follows: In Section 2 we briefly summarize the fundamentals of autonomous component carrier selection. In Section 3 we introduce the principle of BIMs for secondary component carrier selection. This is a fairly simple and robust scheme, relying only on existing Rel’8 UE measurements (RSRP). Corresponding performance results for the proposed scheme are presented in Section 4. Finally, summary and concluding remarks are given in Section 5.

2. Autonomous component carrier selection scheme
In this section we shortly summarize the basic idea of autonomous component carrier selection for LTE-Advanced with multiple component carriers (see also [1]-[2]). For the case with 100 MHz system bandwidth, 5 component carriers of 20 MHz are generally assumed as illustrated in Figure 1.
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Figure 1: Basic illustration of component carriers to form LTE-Advanced system bandwidth.

However, other configurations such as e.g. 4 component carriers of 10 MHz could potentially be configured as well (exact configurations are FFS). A Rel’8 terminal is assumed to be served by a single component carrier, while LTE-Advanced terminals can be served simultaneously on multiple component carriers.

It is proposed that each cell automatically selects one of the component carriers as its primary carrier (also sometimes called the base carrier) when the eNB is powered on. The primary carrier is assumed to be used for initial connection of terminals in the cell. Depending on the offered traffic in cell and the mutual interference coupling with the surrounding cells, transmission and/or reception on all component carriers may not always be the best solution, especially for cell-edge users. It is therefore proposed that each cell dynamically selects additional component carriers for transmission/reception as well (i.e. second step after having selected the primary component carrier). The latter is referred to as selection of secondary component carriers (also some-times called extended carriers). All component carriers not selected for primary or secondary are assumed to be completely muted (uplink/downlink) and not used by the cell. 

The proposed scheme uses a distributed and fully scalable approach i.e. selection of primary and secondary carriers is done locally by each cell. Hence, in the proposed configuration there is no need for centralized network control.
For the scheme to work properly, certain constraints for selection of secondary component carriers will have to be standardized to avoid so-called greedy eNBs, which blindly use all component carriers without taking the interference created towards other cells into account. The latter is the main topic of this contribution, where we propose a set of constraints in the following section, which should be fulfilled before eNBs are allowed to allocate secondary component carriers.
3. Background interference matrix (BIM) based scheme
Once it is detected that the offered traffic for one eNB requires more bandwidth (i.e. more secondary component carriers), the idea is to use the following information sources to determine if can be allowed to allocate more secondary component carriers:

· Radio resource allocation table (RRAT)

· Background interference matrix (BIM)
The RRAT is a table expressing which component carriers are allocated by the surrounding eNBs. Hence, the RRAT is based on information from the surrounding eNBs. Additionally, we assume that it is known if a component carrier is allocated as a primary or a secondary component carrier.
Each cell maintains information on all the potential interfering cells and a corresponding conditional C/I value. This is called the incoming BIM. The C/I value is a measure of mutual interference coupling between a pair of cells, in case the interfered cell and the interfering cell use the same component carrier simultaneously. This value is estimated as follows. For each active UE connected to the cell, RSRP measurements are reported. These measurements are conducted both towards the serving cell and the surrounding cells. The conditional C/I, expressed in decibel, describe the RSRP difference between the serving cell and the surrounding cells
. Hence, based on the RSRP measurements reported from the different UEs, an empirical C/I distribution is built locally within each eNB. The C/I value stored in the BIM for each surrounding cell is the value corresponding to a certain outage of e.g. 90%. The values in the locally stored BIM can be updated either periodically or event based as illustrated in Figure 2. As component carriers are likely to experience the same path loss conditions, the BIM is component carrier independent as it is only based on path-loss type of measurements (RSRP), i.e. it is sufficient for the UEs to only measure on a single component carrier per cell.
It is assumed that the reporting of RSRP measurements from the UEs to the eNBs for the purpose of BIM is fairly slow in order to minimize the signaling overhead and measurement burden from this. Assuming local area scenarios with low to moderate mobility, the reporting of RSRP measurements for BIM statistics could be restricted to few reports per UE, per call. Similarly, the update rate of the local BIM information in each eNB is also anticipated to be rather slow, say on the order of hours, or even slower. The exact influence on the performance depending on the reporting frequency of RSRP measurements from UEs, as well as the update rate of local BIM information, is FFS.
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Figure 2: Diagram illustrating how the local BIM information is created within each eNB.
In addition to the incoming BIM, eNBs also maintain another BIM table that lists all the potentially interfered cells and the estimated potential C/I caused to each of them in case the same interfering component carrier is reused. This BIM is known as the outgoing BIM. At the same time an interfering cell entry is added or modified into the incoming BIM of the interfered cell (after a BIM update process), the corresponding interfered cell is added as an entry into the outgoing BIM of the interfering cell. The relation between the incoming and outgoing BIM is illustrated in Figure 3.
The C/I estimate is the same in both directions (same propagation path but opposite direction) of the interference relation. It is always based on the measurements mobile terminals have made on the "interfered" side.
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Figure 3: Relation between incoming and outgoing BIM.

Once cell 
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 detects the need for additional secondary component carriers, it will use the information found in its local BIMs and RRAT to figure out whether or not the new allocation will jeopardize any existing allocation based on the target SINR values. Here we assume a priori knowledge of a minimum target SINR value for primary component carriers (PPC), C/IPCC, and secondary component carriers (SCC), C/ISCC, respectively. Hence, only if it is estimated that allocating more SCCs in the cell does not result in SINR conditions in the surrounding cell below these targets, the allocation is allowed. For the sake of simplicity, we assume the same minimum target SINR requirement for primary in all cells, and also the same target value for secondary in all cells.
The following four differences are then calculated for each candidate component carrier 
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· DL Incoming C/I: 
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· DL Outgoing C/I: 
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· UL Incoming C/I: 
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· UL Outgoing C/I: 
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, depending on the component carrier usage of the interfered neighbor. Hence, the latter two terms are computed for checking the impact on the surrounding cells before potentially allocation new CCs in the cell.
For each component carrier, the RRAT table indicates whether the candidate component carrier is currently in use or not used by a given detected neighbor (the RRAT will have to be signaled between the eNBs). This information is stored in a vector 
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 containing the cell ids of such neighbors. Although not explicitly shown above, the (C/I)incoming and (C/I)outgoing values are the corresponding BIM entries for a given neighbor 
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Using this approach, we ensure that an eNB is only allowed to allocate more component carriers to the extent where it does not violate the minimum SINR conditions in the surrounding cells. The proposed schemes is simple in the sense that it is based on existing Rel’8 UE measurements (for the BIM), as well as inter eNB signaling of BIM and RRAT. Thus, only the latter inter eNB signaling will have to be standardized as well as the presented rule for checking if more component carriers can be allocated. The Minimum SINR requirements for the primary and secondary component carriers, and outage threshold, are considered as planning parameters that could come from O&M.
Finally, if decrease in the offered traffic occurs in a cell, then the eNB shall gradually release potentially allocated secondary component carriers in coherence with the reduced needs for bandwidth. UEs on a particular component carrier shall be explicitly informed (via e.g. RRC signaling) before the eNB release a component carrier. In some cases, release of secondary carrier component could potentially also be triggered by other cells if interference problems are detected, especially for protection of primary component carriers. Mechanisms and solutions for this are FFS. 
4. Performance results
We performed a series of simulations, where we have compared performance of different hard frequency reuse configurations to that of the proposed scheme. The results are obtained from a simple SINR based simulator, where we obtain SINR statistics for each user location, and use look-up tables to map the SINR to corresponding throughput values. A simple full-buffer traffic model with equal resource scheduling without power control is assumed. Mechanisms like HARQ are not explicitly modelled.
All results were generated under the simplified working assumption of semi-static: BIMs. These tend to reflect a quasi-uniform distribution of the users in the cell, which may not perfectly reflect the current spatial distribution of the UEs. In practice, if all UEs were close to its serving eNB the BIM C/I values would be pessimistic.
As many of the previous LTE Rel’8 studies for macro cell case #1 concluded that plain reuse one is attractive for such environments, we have mainly focused on local area cases here. Our simulations assume indoor residential scenarios with 4 and 16 eNBs with randomized eNB locations. In the following, these scenarios are often referred to as regular and extended residential scenarios, respectively. Figure 4 depicts the regular deployment. The extended case consists of 2-by-2 tiling of copies of the regular case. It is assumed that a UE is connected to the eNB in its apartment (illustrated in Figure 4 with different colours for the apartments). 
Downlink performance results are presented in Figures 5 and 6, where the normalized user throughput at 95% coverage and the normalized average cell throughput are reported. The reference for the normalization is plain frequency reuse one.  In all simulations, C/IPCC, and C/ISCC were set to 5 and 0 dB, respectively. We focus on DL results as similar behaviour and trends were seen in the UL.
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Figure 4: Simulated indoor environment for eNode-Bs (assuming omni directional antennas).
We start with the general case with 100 MHz system bandwidth and 5 component carriers of 20 MHz each as illustrated in Figure 1. The results shown here were generated for the extended deployment, but trends remain the same in the regular case. 
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Figure 5: Normalized downlink user throughput at 95% coverage and normalized average cell throughput.
The results clearly shows a benefit in cell edge user throughput provided by our mechanism when compared to universal reuse (approx. 4x) with nearly uncompromised performance in terms of average cell capacity.
In the sequence, we present the simulation results for a system with three component carriers of 20 MHz each. In this case, reuse 2, which given the previous results seemed to be a nearly optimal choice for this particular environment, cannot achieved in a straightforward way. The results shown here are assume the regular deployment, but trends remain the same in the extended case. 
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Figure 6: Normalized downlink user throughput at 95% coverage and normalized average cell throughput.
The proposed  BIM based scheme clearly outperformed reuse patterns 1/1 and 1/3, both in terms of user outage (~7x reuse 1 user throughput) and average cell capacity (~1,4x reuse 1/3). 
Similar results as those in Figures 5 and 6 have also been generated for the uplink. Based on those results, we draw similar conclusions, i.e. the BIM based approach is also valid for the uplink.   

Finally, after all cells have had a chance to select SCCs, we see that reuse pattern converges to something similar to reuse 2. For example, with 60MHz and 3 CC an effective reuse of approx. 2.17 was obtained. However it is important to notice these figures represent an average over 30 random eNB layouts (eNB locations) and 30 random UE “drops” (UE locations) for each layout.
5. Concluding remarks
In this contribution we have discussed a simple distributed concept for eNode-B autonomous selection of component carriers. The concept is motivated by the fact that each eNode-B does not always need the full LTE-Advanced system bandwidth, and therefore in many cases only need a sub-set of the available component carriers. In local area environments with irregular, or uncoordinated, (home) eNode-Bs, the best performance is often obtained by using a configuration different from plain frequency reuse one. 
The proposed concept is fully distributed, and does not involve any centralized network components. Each cell always selects one, and only one, primary component carrier (PCC). In addition to the PCC, each cell can select multiple secondary component carriers (SCCs). Selection of SCCs is assumed to be in coherence with the offered traffic within each cell and the mutual interference coupling. Allocation of additional SCCs is possible if and only if the performance impact on neighbouring cells is estimated to be acceptable. This criterion ensures that potentially greedy eNode-Bs will not allocate the entire bandwidth without considering the neighbouring cells. The selection of CCs is assumed to be fairly slow, say on the order of several tens of seconds to hours.

Apart from the need to standardize the BIM creation and update processes the concept entails minimal changes to the standard as it relies on existing UE measurement reports (RSRP). It is assumed that RSRP measurements shall only be reported at a slow rate from terminals for the purpose of creating BIM at the eNBs. The simulation results documented in this contribution provide evidence that the presented concept provides an autonomous scalable and self adjusting frequency re-use mechanism, which allows quick uncoordinated eNode-B deployment without prior (expensive & manual) network planning. The proposed basic scheme is agnostic in the sense that it is applicable to both FDD and TDD, although some further optimizations may be possible for the two different methods.

As the proposed scheme is fully distributed, it does not require additional centralized processing such as for instance O&M, and no additional signalling load on the S1 interface.
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� For cases where the cells are using different RS transmit powers, the RSRP measurements shall be scaled with their corresponding transmission powers before being used for BIM purposes.
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