3GPP TSG-RAN WG1 #55bis
R1-090528
January 12 - 16, 2009
Ljubljana, Slovenia
Agenda item:
11
Source: 
Qualcomm Europe

Title: 
Initial Mobility Evaluations
Document for:
Discussion and Decision
1. Introduction
A study item was approved in RAN to discuss the performance, and possible enhancement of the mobility procedures in E-UTRAN [1]. We present initial results on the performance of E-UTRAN mobility procedures, and show that there is potential for improvement.
The handover performance of HS-DSCH was studied for Release 8 of UTRAN ([2], [4]).  For dense urban scenarios and scenarios with antenna down tilt, it was found that there was high rates of call loss or call quality degradation under mobility scenarios. For E-UTRAN, we adopt a methodology similar to the one used in UTRAN studies, and preliminary results show E-UTRAN experiencing similar problems as those found in UTRAN.

In particular, the focus of the contribution is on environments where the serving cell signal strength shows sudden degradation. Examples of such “Urban Canyon” environments are dense urban areas, such as downtown areas of many cities. Simulation results are shown using traces from a downtown area, and traces from a high speed train. 
One performance metric that our simulations assess is the rate of RLF and the resulting disruption. According to the E-UTRA handover procedure, the UE needs to receive the handover command on the source cell before switching to the target cell. However, under conditions where the signal strength on the source cell is rapidly deteriorating, it may not be possible for the UE to reliably decode this message from the source cell, leading to a RLF and service disruption. Logs taken in multiple dense urban areas as well as in a high speed train confirm that fast changing path loss conditions exist, where path loss may increase by 25 dB or more in less than a second.

In E-UTRAN, there is support for recovery from RLF without the UE having to go through idle state. However, this recovery procedure causes latency, particularly due to reading SIB1 and SIB2 on the target cell. This latency may be as large as 200ms, and causes service disruption to both real time and non real time services. Further, the recovery procedure may not work in all cases, requiring the UE to go through Idle State, and possibly resulting in a lost call. 
The remainder of this paper is organized as follows. Section 2 describes the simulation methodology. Sections 3 and 4 provides the simulation results and discussion. Section 6 provides conclusions. At the end of the contribution several annexes provide more information related to the used simulation methodology and RLF recovery procedures. 
2. Simulation Methodology
2.1

Details of Simulation Environment
Since there are no commercial E-UTRAN systems in the present time, we use traces from a HSPA commercial system. Both HSPA and E-UTRA are reuse-1 systems, and hence the HSPA logs should provide a good view of the performance of E-UTRAN. 

CPICH Ec/Io and CQI traces were collected while driving in downtown areas of one city. UEs had 2-way receive diversity. The traces represent a sampling of different areas of the downtown, so the simulation results can be seen to represent average behaviour over the entire downtown area.
Another set of traces was collected for a high speed train, with the UE located inside the train, with average speed of 250km/hour. 

The field traces were applied to one UE in the simulation. A simulation model for handover modelling is described in [3], based on the procedures in 36.300. Details of the handover procedure following RLF are described in Appendix A.
Table 1: Simulation Parameters
	Parameter
	Value

	Maximum Cell Power
	43 dBm

	UE Max Tx Power
	24 dBm

	Average eNB IoT (other cell)
	7 dB

	eNB N0 (per Hz)
	-168.74 dBm

	DL Power Boost
	6 dB

	Measurement Report Msg Size
	200 bits

	Handover command Msg Size
	300 bits

	UL/DL HARQ Delay 
	8 ms

	HO Request Delay (SR)
	11 ms

	DL Assignment Delay (scheduler)
	4 ms

	Measurement Filtering (for RRC trigger)
	200ms

	Time to Trigger (RRC event A3)
	200ms

	Hysteresis (RRC event A3)
	3 dB

	Backhaul Delay  (see Appendix for description)
	100ms

	Call Duration (assumed)
	2 minutes

	Total Log duration (dense urban)
	150 minutes

	Total log duration (high speed train)
	200 minutes

	Qin
	-8 dB

	Qout
	-6 dB


3. Simulation Results for Dense Urban Network
3.1
Traces
Figure 1 shows an example CPICH Ec/Io trace from City 1. It can be seen that the slope of degradation of CPICH Ec/Io is approximately 25 dB/sec, i.e., CPICH Ec/Io goes from -7 dB to -19 dB in less than half a second. In this trace, there is a handover failure as the UE moves from cell ‘285’ to cell ‘334’. The signal strength on cell ‘285’ falls so rapidly that the handover command is not received in time, leading to RLF. 
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Figure 1: Example CPICH Ec/Io trace from City 1

3.2
RLF Events
As described in the introduction, a key performance metric is the probability of RLF. Call RLF percentage is calculated as:
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In addition to the RLF under the currently defined handover procedure, we also consider the RLF probability under the assumption that the handover signalling may be sent to/from any of the potential target cells. As can be seen from the trace, this method will allow the handover signalling to be performed with cell ‘334’, rather than with the source cell ‘285’. This is a more robust design that works well when individual cells are rising and falling fast, but at any given time there is at least one good cell.
Table 2: RLF Percentages for City 1
	Experiment
	Percent calls with RLF

	E-UTRAN: Signalling to/from serving cell
	8.0 %

	Performance of best possible solution (described in text). 
	1.3 %


3.3 Duration of Interruptions
Other than the frequency of RLF events, the interruption caused by each RLF event is also of significance. For voice application, the interruption causes degradation in the user’s experience, and for file download application, an interruption may cause a TCP timeout, resulting in reduced throughput.
The model for interruption duration is provided in Annex B. Using this model for interruption, the number of interruptions is as shown below.
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Figure 2: Interruption durations for RLF events
4. Simulation Results for High Speed Rail

4.1
Traces

Figure 1 shows an example CPICH Ec/Io trace from with the UE located in a high speed rail, with average speed 250km/hour. It can be seen that the slope of degradation of CPICH Ec/Io is approximately 25 dB/sec, i.e., CPICH Ec/Io goes from 0 dB to -13 dB in about than half a second. In this trace, there is a handover failure as the UE moves from cell ‘298’ to cell ‘130’. The signal strength on cell ‘298’ falls so rapidly that the handover command is not received in time.
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Figure 3: Example CPICH Ec/Io trace from High Speed Rail

4.2
RLF Events

The handover failure percentage was also computed, using the same method as for the dense urban scenario.

Table 3: RLF Percentages for High Speed Rail

	Experiment
	Percent calls with RLF

	E-UTRAN: Signalling to/from serving cell
	15 %

	Performance of best possible solution (described in text). 
	0 %


4.3 Duration of Interruptions

The cumulative distribution of the duration of interruption events was also plotted, similarly to the dense urban case.
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Figure 4: Interruption durations for RLF events (High Speed Rail case)
5. Discussion of Results
The simulation presented in this paper quantifies the performance of some aspects of E-UTRAN handover. We found the RLF percentages to be high in urban canyon conditions. These high RLF percentages are undesirable because they lead to disruption in service, resulting in poor user experience for real time services. 
UL Power Control: This simulation did not model all possible uplink failure events, because full power transmission was assumed for the UE. Indeed, during the simulation very few RLFs were seen to be caused by UL message failure. This is because at full power the UE can close the link even in a severely degraded channel. By modelling realistic power control, we will be able to model more accurately the realistic chances of measurement report loss. 

Note that uplink message loss leads to a more severe form of RLF, where the target cell is more difficult to prepare. This results in the UE going to Idle State, possibly resulting in a lost call.

Potential for Improvement: To measure the potential for improvement in performance, we evaluated a scheme where signalling is performed with potential target cells rather than just with the current serving cell. This experiment showed good improvement in performance, thereby pointing to a possibility of improvement in handover performance. Also, this experiment proves that the RLF event is not fundamental to the channel profile, but can be avoided by improvements to the mobility procedure. Note that this is just one of the example techniques used to judge the scope for enhancements, and not a recommendation for a particular technique.
6. Conclusions
Based on traces obtained from a UTRAN system, we computed the RLF probability for E-UTRAN, and showed the interruption caused due to RLF. The achieved RLF event probability does not seem to be adequate for an efficient support of RTS applications. 
Based on the findings in this paper, we suggest the following steps regarding study item [1]:

1. Initial studies show that there is potential for considerable improvement in performance.

2. Continue to evaluate the performance of LTE Rel-8 mobility procedures.
3. If a need for enhancement is confirmed, identify the specific areas of the mobility procedure that can be enhanced.
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Annex A

Details of Simulation Methodology

The methodology is based on post-processing of traces, and follows the following steps.

1. Collect traces of CPICH Ec/Io from commercial HSPA systems in dense urban scenarios with mobility.

2. Adjust the collected values of CPICH Ec/Io to equivalent C/I that would be seen in a E-UTRAN system.

3. Use upper layer modelling of mobility procedures to process these traces and determine radio link failure (RLF) rate.
To model the equivalent SNR on UL-SCH for E-UTRA, the following steps were performed

a) The UE transmit power was assumed to be fixed at the peak allowed Tx power. Note that this is an optimistic assumption on the performance of the E-UTRAN uplink.

b) The UL and DL path loss were assumed to be the same (because no UL channel logs were available).

A fixed Io (other cell) level was assumed at the cell.

Physical Layer Modelling:

We modelled the physical layer transmission of the message using link curves from voice over IP studies. We modelled HARQ, with packet decoding probabilities from the link curves.

Upper Layer Modelling:
The generation of the RRC measurement report was as defined in the standard for event A3. A signal filtering of 200ms was assumed (single tap IIR filter), and the filtered signal was used to generate the RRC triggers.

Upon receipt of the message at the source eNB, we assumed a fixed delay before the handover command is ready for transmission. This includes

a) Processing of the UL message at the source eNB, and generation of the backhaul (X2) message.

b) Sending the message to the target eNB (one way backhaul delay)

c) Processing the X2 message at the target eNB, and generation of response X2 message.

d) Sending the message to the source eNB (one way backhaul delay)

e) Processing the response X2 message at the source eNB, and generation of the RRC handover command message

We assumed processing latency of 20ms at each step, and a one-way backhaul latency of 20ms, resulting in a latency of 100ms for backhaul processing.

Annex B

Modelling RLF Interruption Duration 

The E-UTRAN handover procedure also provides protection against the loss of the handover command, by providing for reconnection following RLF. We model the interruption caused by RLF as follows
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Figure 5: Model for duration of interruption in case of RLF 

The events in this figure are described as follows

· Event A: The signal strength of the source cell (red) goes below Qin, resulting in start of a 200ms timer for RLF. The interruption is assumed to begin at event A.
· Event B: The RLF timer expires, before any handover command is received, causing the UE to declare RLF.

· Event C: The UE waits to find another cell to initiate a reconnection. It is assumed that a cell is identified as target by the UE only if the signal strength is above Qout. Note: In many cases X1 turns out to be zero.

· Event D: This delay models the time taken to read the system information, and initiate a reconnection to the target cell. In case the target cell is prepared, the interruption is assumed to end with event D. The time to event D can be shorter if the cell identified for reconnection is the same as the source cell, in which case the UE can be assumed to already have the system information from the target cell.

· Event E: This is the extra delay that occurs in case the target cell is not prepared. This delay is equal to the time taken for the UE to start receiving application data in case of initiating a fresh connection to a cell.
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