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1
Introduction

In the previous RAN WG1 meeting #55, mapping of transport blocks onto several component carriers was discussed, and the following was agreed:

---

MAC to physical layer mapping

· Option 1: One TB and HARQ entity per component carrier

· Modified option 1: multiple TBs and HARQ entities, each TB can be mapped to multiple component carriers

· Option 2: One TB and HARQ entity for the overall aggregated component carriers
Conclusion: 


· Agree on option 1 as baseline assumption

· Decide at next meeting (based on analysis of frequency diversity gains) whether this should be generalized to the modified option 1

---
Also the related issue of downlink control signalling has been discussed in [1]

 REF _Ref213222855 \r \h 
[2]

 REF _Ref213222857 \r \h 
[3]

 REF _Ref213222858 \r \h 
[4]. 

In this contribution, we discuss different system aspects related to the “modified option 1” approach for MAC to physical layer mapping as well as related to the different downlink control signalling approaches. Finally, we present the Nokia/NSN preference for the way forward on these issues.
2
Transport block mapping
In this section, we evaluate option 1 and modified option 1 for transport block mapping. We consider scheduling aspects, feasibility of the two approaches for uplink, signalling overhead and specification impact as well as performance impact.

UE power consumption and scheduling aspects:

As discussed in e.g. [6], from UE power consumption perspective, it is important to introduce methods allowing the UE to monitor a bandwidth lower than the total system bandwidth. Such techniques could be the component carrier -specific DRX as proposed in [6] or simply semi-statically (RRC) configuring each UE to monitor only a certain subset of the component carriers, where this configuration could be done for example according to the UE QoS requirements, bandwidth requirement, cell load etc. Hence for example, if the UE is only scheduled low data rate services, e.g. VoIP, the UE is allowed to monitor only one component carrier in order to save power. Such an approach seems especially needed for the case of aggregating non-contiguous component carriers.
Both options enable the above operation, but modified option 1 mainly gives gains for small resource allocations – whether there is any additional gain with large resource allocations has not been shown. Hence, in order to achieve the gains, the monitored BW cannot be decreased for low data rates UEs and any performance gain comes at the cost of significant power consumption increase in the UE.
One further issue is that modified option 1 increases also the eNB scheduling complexity, i.e. the scheduling complexity will be less if UEs are scheduled on a single component carrier whenever possible, as compared to always scheduling the UEs across component carriers.

MAC to PHY mapping in uplink:
In RAN1#55, it was agreed that for the no spatial multiplexing case, there will be one DFT per component carrier in uplink. While this does not rule out modified option 1 for uplink, it might require the UE to transmit on multiple component carriers even when it is not needed from bandwidth allocation perspective, hence increasing PAR and decreasing coverage. So it seems that for uplink, modified option 1 does not seem like a good solution, since typically it would be preferable to keep the UE transmission within one component carrier whenever possible. We note that for simplicity reasons, it seems preferable to have the same MAC to PHY mapping scheme for uplink and downlink, although this is not entirely necessary from system design point of view. 
Signaling overhead and specification impact:

With option 1, the PDCCH signalling overhead scales linearly with the number of component carriers, i.e. the relative overhead stays at the same level with Release 8 PDCCH. Modified option 1 on the other hand requires that the resource allocation field in the DL/UL grants is capable of addressing the whole bandwidth. Since this field basically needs to be replicated for each separate transport block, the signalling overhead will be very problematic. The large resource allocation field might even in the worst case mean that the PDCCH aggregation structure needs to be modified to support larger aggregations (beyond 8) in order to ensure coverage of very large DL/UL grants.
Related to signalling, also the uplink signalling would need to support modified option 1 if adopted: For example, CQI measurements and feedback would be needed for each component carrier in order to enable potentially increased FDPS gains. The same might also apply to sounding reference signals if the scheme is used also in uplink. These have an effect on the UL signalling overhead.
Also, option 1 supports fully the agreed approach that RAN1 work is agnostic to component carrier bandwidths, contiguous/non-contiguous aggregation, asymmetric bandwidths etc. In case of modified option 1, at least care is needed with respect to contiguous vs. non-contiguous aggregation as it is highly undesirable from UE power consumption point of view to force the UE to receive always from multiple non-adjacent component carriers.

Performance: 
The expected gain of modified option 1 compared to option 1 comes from the fact that the resource allocation per transport block may be distributed over multiple component carriers, i.e. over a wider frequency band, therefore resulting in potentially higher frequency diversity. This can be realized either through improved FDPS gain or through distributed transmission over several component carriers. Although in typical frequency-selective wide area channels there is not much to be gained from this due to the small coherence bandwidth, the expectation is that at least in indoor channels with very large coherence bandwidth there would be additional frequency diversity gain.

To quantify the potential additional FDPS gains, the performance of option 1 was compared with that of modified option 1 via system simulations. The schemes were simulated in Case 1 scenario (because that is the most relevant scenario) as well as in the WINNER II A1 indoor office scenario [7] where, as mentioned, the potential gains should be best visible due to the large coherence bandwidth. The simulation assumptions were chosen such that the modified option 1 should show the most gain: 10 UEs were dropped in the cell, each with a small allocation of 5 PRBs. Since the aggregation scenario was 2 x 20 MHz (contiguous), the allocations present only 25% of the full bandwidth, i.e. the cell load is very light. Hence, there is a lot of freedom in the FDPS to choose the best frequency allocations for each UE. Also, antenna configuration was set to 1x2 which is the case where most additional FDPS gains can be expected. The exact simulation assumptions are listed in Annex A.
Figure 1 shows the result for Case 1 and Figure 2 shows the result for the indoor case. In both cases we see a minor performance gain, in Case 1 up to 3% and in the indoor case up to 5%. It is noted that these indeed present the maximum attainable gains due to the small allocations, extra freedom in the frequency domain scheduling (due to small load) and 1x2 antenna configuration. For example 2x2 diversity transmission would likely make most of the gains disappear; also having larger allocations per UE and full cell load would decrease the gains as well. Considering also the increased signalling overhead, the overall gain is anyway close to zero, or there could be an overall loss in some cases.
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Figure 1. Performance of option 1 vs. modified option 1 under Case 1 scenario. Despite the more frequency-selective channel, there is a minor gain of (up to) 3% in the best case. However, it is noted that due to the carefully chosen simulation assumptions even this presents almost the maximum gain that can ever be obtained with modified option 1 for Case 1.
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Figure 2. In an indoor channel, the frequency diversity gain is a bit larger than in Case 1, up to 5% in the best case. Also in this case it is noted that this presents the maximum attainable gain.
3
Downlink control signaling
PDCCH transmission related to the above MAC to PHY mapping schemes has also been discussed already, and the two main candidates for arranging the PDCCH transmission for aggregated bandwidth are separate PDCCHs per component carrier and joint PDCCH covering all component carriers. Both approaches are still possible despite the agreement to have one transport block per component carrier. In the following, we discuss various issues related to these options, namely signalling overhead, specification impact and UE blind decoding issues. One related issue is also mapping of PDCCH CCE indices to PUCCH A/N – for the separate coding approach this is discussed in a separate contribution [6].
Overhead:
PDCCH overhead has been mentioned as one potential advantage of joint PDCCH approach. However, when taking into account that in practice the UE is not scheduled all the time on all component carriers that it is monitoring, the overhead issue is not that straightforward. The overhead of joint PDCCH approach is indeed smaller when scheduling on all component carriers that the UE is monitoring, however, when scheduling only on some of those component carriers, the overhead of joint PDCCH approach may in fact be larger. This is illustrated in Table 1 and Table 2 that compare the total number of PDCCH payload bits for DCI format 2 in case of 2 TX antennas and two 20 MHz component carriers (FDD). In the joint coding case, the resource allocation header is not replicated, and there is only one set of PUCCH power control bits due to reasons outlined in [6]. Further optimization of some fields could be possible for the joint coding case, however the main benefit still comes from the 16-bit CRC not being replicated, and on the other hand any optimization would mean also additional restrictions compared to the separate coding case.

Table 1 shows the case when UE is monitoring both component carriers, but is only scheduled on one of them. As shown, in this case the separate coding approach actually has a lower overhead as only one PDCCH is transmitted. Joint PDCCH on the other hand comes with a fixed payload size, hence the total number of payload bits (including CRC) is still 118 even though the UE is only scheduled on one component carrier. 

Table 2 then shows the same for the case that the UE is scheduled on both monitored component carriers. In this case indeed the joint coding approach results in slightly lower total payload size compared to separate coding. We note however that a payload of 118 bits (or more with a larger number of component carriers) requires larger aggregation levels than the current maximum eight in order to provide sufficient coverage.
Table 1. Total number of payload bits when the UE scheduled only on one of the monitored 20 MHz component carriers.
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Resource allocation header 1 1

Resource block assignment 25 50

Power control for PUCCH 2 2

HARQ process number 3 9

HARQ swap flag 1 2

Codeword 1:

NDI 1 2

RV 2 4

MCS 5 10

Codeword 2:

NDI 1 2

RV 2 4

MCS 5 10

Precoding information 3 6

Cyclic redundancy check 16 16

Bits per PDCCH 67 118

Total number of bits 67 118


Table 2. Total number of payload bits when the UE is scheduled on both monitored 20 MHz component carriers.
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Resource allocation header 1 1

Resource block assignment 25 50

Power control for PUCCH 2 2
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NDI 1 2

RV 2 4

MCS 5 10

Codeword 2:

NDI 1 2

RV 2 4

MCS 5 10

Precoding information 3 6

Cyclic redundancy check 16 16

Bits per PDCCH 67 118

Total number of bits 134 118


Similar results could be obtained with other DCI formats as well. Also, we note that when a UE is scheduled on multiple component carriers, then it is actually likely that there are not too many UEs in the cell: if the eNB assigns multiple component carriers for the UE to be monitored, the cell load probably has to be fairly small. In this case the PDCCH overhead might not be the most relevant issue.

Specification impact:
Similarly to option 1 of MAC to PHY mapping, the separate PDCCH approach clearly provides best reuse of Release 8 definitions, and also supports the approach that RAN1 work is agnostic to component carrier bandwidths, continuous/non-continuous aggregation, asymmetric bandwidth etc. With the joint PDCCH approach, DCI formats become dependent on the aggregated bandwidths (resource allocation field). Also the joint PDCCH approach requires definition of aggregation levels of > 8 to reach good coverage, so the whole PDCCH structure would actually need modification, not just the DCI formats.

Blind decoding:
The approach of separate PDCCHs clearly requires more blind decoding attempts than the joint PDCCH approach – in fact without any further restrictions the number of blind decoding attempts may scale linearly with the number of component carriers. However, it can be expected that the UE PDCCH decoding capabilities would improve in the same way as the PDSCH decoding capabilities need to improve for extended bandwidth. Also, some means of reducing the number of blind decoding attempts may be considered. Hence, we do not consider this a major problem.
4
Conclusions

We have discussed various aspects related to MAC to PHY transport block mapping option 1 and modified option 1 and downlink control signalling for wider bandwidth.
It was shown that modified option 1 does show some minor PDSCH performance benefit in carefully selected scenarios due to increased frequency diversity. In our simulations the gain is mainly due to the very light cell load, giving a lot of freedom to the frequency domain packet scheduler, and not much gain is expected in practical scenarios especially with a larger number of TX antennas. Modified option 1 also requires a lot more signalling overhead on the PDCCH as well as more complex uplink signalling support, which easily further reduce the overall gain or even turn it into an overall loss. Another issue is that modified option 1 requires the UE to monitor several component carriers even if that would not be needed otherwise from the perspective of e.g. meeting the bandwidth or QoS requirements. This could affect UE battery consumption negatively. Hence, our view is that introducing the additional mapping of each transport block to multiple component carriers is not justified.
For PDCCH, different aspects were also discussed. It seems that overall, the separate PDCCH approach requires least additional standardization effort and provides a robust, flexible and simple way to address the MAC to physical layer mapping option 1. Overhead is not expected to be any issue here as shown in this contribution.
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Annex A: System simulation assumptions

Table 3 lists the system simulation assumptions. In the case of option 1, the 10 UEs were allocated randomly to the component carriers, five UEs on each component carrier, and this allocation was kept fixed over each simulation drop. Hence the 5 PRBs per UE were allocated using PF scheduling over a single component carrier. In modified option 1 on the other hand, all UEs are receiving on both component carriers, i.e. the 5 PRBs per UE are allocated using PF scheduling across the two component carriers.
Table 3. Simulation assumptions used in evaluation MAC to PHY mapping option 1 and modified option 1.

	Parameter
	Assumption

	Simulation scenarios
	Case 1
WINNER II A1 indoor office (one floor) [7]

	Carrier frequency
	2.1 GHz for Case 1
3.5 GHz for the indoor case

	System bandwidth
	40 MHz  (2 x 20 MHz, contiguous aggregation)

	Channel model
	ETU for Case 1
WINNER II A1 NLOS for the indoor case [7]

	UE velocity
	3 km/h

	Antenna configuration
	1 x 2

	Number of UEs per cell
	10 users

	Number of PRBs
	200

	Resource allocation
	5 PRBs per UE, i.e. 25 % load

	Number of subcarriers
	2400

	Subcarrier spacing
	15 kHz

	Scheduling algorithm
	Proportional fair in frequency domain. No scheduling in time domain as each UE is scheduled in each subframe. 

	CQI feedback delay
	3 subframes

	CQI measurement granularity in freq. domain
	1 CQI per PRB

	Channel estimation
	Realistic channel estimation and realistic interference estimation

	HARQ
	IR HARQ, max. 4 transmissions


