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1
Introduction

In the previous RAN WG1 meeting #54bis, mapping of transport blocks onto several component carriers was discussed, as well as the related issue of downlink control signalling [1]

 REF _Ref213222855 \r \h 
[2]

 REF _Ref213222857 \r \h 
[3]

 REF _Ref213222858 \r \h 
[4]. Following the meeting, an e-mail discussion was set up on the carrier aggregation issues. In the e-mail discussion, two options for the MAC to PHY mapping for carrier aggregation were listed:

Option 1) One TB and HARQ entity per component carrier


Option 2) One TB and HARQ entity for the overall aggregated component carriers
During the course of the e-mail discussion, one additional option was identified in which the separate TBs are mapped over multiple component carriers in order to gather additional frequency diversity in indoor and small cell scenarios in which the coherence bandwidth may be even close to the component carrier bandwidth. This we will refer to as Option 3).
In this contribution, we discuss various issues related to transport block mapping and downlink control signalling and present the Nokia/NSN preference for the way forward on these issues.
2
Transport block mapping
In this section, we evaluate the different options for transport block mapping in terms of specification impact, required signalling and performance. Also the related uplink issues and some scheduling aspects are discussed.

Specification impact:

As mentioned already many times, option 1 for MAC to PHY mapping clearly provides the best reuse of Release 8 definitions and hence least additional specification needs. Also, option 1 supports fully the approach that RAN1 work is agnostic to component carrier bandwidths, contiguous/non-contiguous aggregation, asymmetric DL/UL bandwidths etc. that was agreed by most companies in the aforementioned e-mail discussion. With option 2, at least the TB sizes need to be considered separately for each case as well as the related DL control signalling which will be discussed in the next section. In order to catch up with performance compared to option 1, option 2 would also require new channel interleaving as discussed later. Option 3 on the other hand requires much more new signalling than option 1, e.g. multiple large DL grants each one addressing potentially the whole aggregated bandwidth. Hence, from specification perspective, option 1 would be clearly the most straightforward solution.
Relation to UL multiple access scheme:

As discussed in [5], there is also a clear connection between the uplink multiple access scheme and the MAC to PHY mapping. Option 1 is tightly connected to N x DFT-S-OFDMA whereas option 2 is the only choice for clustered DFT-S-OFDMA. Option 3 can be utilized in uplink together with N x DFT-S-OFDMA but might force the UE to transmit on multiple component carriers even when it is not needed from bandwidth allocation perspective, hence increasing PAR. So it seems that for uplink, option 3 does not seem like a good solution, since typically it would be preferable to keep the UE transmission within one component carrier whenever possible. We note that for simplicity reasons, it seems preferable to have the same MAC to PHY mapping scheme for uplink and downlink, although this is not entirely necessary from system design point of view. As discussed in [5], N x DFT-S-OFDMA seems like the most flexible UL multiple access scheme, therefore option 1 seems like the best choice from this perspective.
Signaling overhead:

Option 2 would offer a solution with clearly the minimum additional signalling overhead – only the resource allocation field in the DL/UL grants needs to be scaled to address an extended bandwidth. With option 1 on the other hand, although more signalling is required in order to handle multiple HARQ processes, different MCSs per component carrier etc., the relative signalling overhead is still the same as in Release 8. From signalling overhead perspective, option 3 is clearly the worst option since it requires resource allocation signalling to address the whole bandwidth for each transport block, hence increasing the DCI payload size significantly.
Scheduling aspects:

As discussed in e.g. [6], from UE power consumption perspective, it seems important that methods for monitoring a low bandwidth (lower than the total system bandwidth) are enabled. Such techniques could be the component carrier -specific DRX as proposed in [6] or simply configuring each UE to monitor only a certain set of component carriers where this configuration could be done for example according to the UE QoS requirements, bandwidth requirement, cell load etc. Hence for example, if the UE is only scheduled low data rate services, e.g. VoIP, the UE would be monitoring only one component carrier for the purpose of power saving.
From the MAC to PHY options listed, option 1 seems most flexible in this respect – it allows the UE to monitor only a subset of component carriers in an efficient manner. Also the total signalling overhead scales accordingly, i.e. decreases as the UE is configured to monitor fewer component carriers. Also option 2 seems to enable this, and similarly to option 1, the signalling overhead may scale according to the number of component carriers being monitored if the resource allocation field size is made dependent on this number. However, for option 3 the UE should always monitor more component carriers than what is required from the perspective of meeting the QoS requirements in terms of needed bandwidth, thus resulting in unnecessary power consumption for the UE. It seems that option 3 is least flexible in this respect.
Performance:
Performance of option 1 and option 2 was simulated for non-contiguous aggregation case where we aggregated two 20 MHz component carriers, one at 2.1 GHz and one at 0.9 GHz or 3.5 GHz. The simulation was run as a link simulation so that the corresponding component carrier powers were weighted with their path loss difference (equal noise/interference power on both component carriers). The path loss differences in the two cases were:
· 0.9 GHz / 2.1 GHz: 7.52 dB

· 2.1 GHz / 3.5 GHz: 4.27 dB

The antenna configuration was 1x2 and the channel model was the ETU model. The BLER target for the first transmission was set to 10%. We note that although these simulations were done in the context of non-contiguous aggregation, the results should be as valid for contiguous aggregation in case the difference in the SINRs of the two component carriers is as given above. In the following figures, the given G factor represents the G of the component carrier with higher G.
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Figure 1. In case of having the component carriers at 2.1 GHz and 3.5 GHz, there is a clear performance difference in favour of option 1. The difference in the SINRs in this case was 4.27 dB.
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Figure 2. Performance of the schemes when the component carriers were at 0.9 GHz ad 2.1 GHz. Additionally, option 2 was simulated together with proper interleaving to see how much it is possible to catch up in performance. Clearly option 1 performs best. The difference in the SINRs in this case was 7.52 dB.
Performance-wise, it is clear that option 1 always performs equally or better than option 2, depending on the scenario. Especially in non-contiguous aggregation scenarios, and in other potential scenarios with non-uniform SINR over the component carriers, option 1 clearly has a performance advantage. As pointed out by some companies in the e-mail discussion, for option 2 it is possible to re-gain some of the performance advantage of option 1 by proper channel interleaving. This is true, however, even then option 1 slightly outperforms option 2 as shown in Figure 2.
Regarding the performance of option 3, in high coherence BW scenarios (indoor, small-cell) there may be a performance benefit for small allocations when the FDPS is done considering multiple component carriers. However, for large allocations that actually require bandwidth beyond component carrier, we do not expect any major performance impact over option 1. As discussed in the previous subsection on the scheduling aspects, to enable UE power saving, small allocations should be confined within one component carrier as much as possible which is in contradiction with the main scenarios in which option 3 might provide performance gain. Also we note that small allocations may not be the most relevant optimization point in indoor / small-cell scenarios.

3
Downlink control signaling
PDCCH transmission related to the above MAC to PHY mapping schemes has also been discussed already, and the two main candidates for arranging the PDCCH transmission for aggregated bandwidth are separate PDCCHs per component carrier and joint PDCCH covering all component carriers. Clearly, the approach of separate PDCCHs is linked to option 1 (and perhaps option 3) above, and the joint PDCCH approach is linked to option 2. The joint PDCCH approach is of course also suitable for use with the other MAC to PHY mapping options. In the following, we discuss the issues related to these options:
Overhead:
PDCCH overhead has been mentioned as one potential advantage of joint PDCCH approach. However, when taking into account that in practice the UE is not scheduled all the time on all component carriers, the overhead issue is not that straightforward. The overhead of joint PDCCH approach is indeed smaller when scheduling on all component carriers that the UE is monitoring, however, when scheduling only on some of those component carriers, the overhead of joint PDCCH approach may in fact be larger. 
Also, we note that when it is possible to schedule a UE on multiple component carriers, then it is likely that there are not too many UEs in the cell and the PDCCH overhead might not be the most relevant issue.

Specification impact:
Similarly to option 1 of MAC to PHY mapping, the separate PDCCH approach clearly provides best reuse of Release 8 definitions, and also supports the approach that RAN1 work is agnostic to component carrier bandwidths, continuous/non-continuous aggregation, asymmetric DL/UL bandwidths etc. With the joint PDCCH approach, DCI formats become dependent on the aggregated bandwidths. Also the joint PDCCH approach requires definition of aggregation levels of > 8 to reach good coverage, so the whole PDCCH structure would actually need modification, not just the DCI formats.

Blind decoding:
The approach of separate PDCCHs clearly requires more blind decoding attempts than the joint PDCCH approach – in fact without any further restrictions the number of blind decoding attempts may scale linearly with the number of component carriers. However, it can be expected that the UE PDCCH decoding capabilities would improve in the same way as the PDSCH decoding capabilities need to improve for extended bandwidth, hence a linear growth in the number of blind decoding attempts may not be a big issue for the UE. Also, some means of reducing the number of blind decoding attempts may be considered.
4
Conclusions

We have discussed various aspects related to MAC to PHY transport block mapping and downlink control signalling. It seems that taking into account performance, standardization impact, flexibility in terms of configuring the monitored component carriers per UE as well as signaling overhead, option 1 seems to be clearly the most flexible solution for MAC to PHY mapping. Separate PDCCHs per component carrier fit nicely together with this approach and also require least additional standardization effort.

Hence, we propose that RAN1 take as a baseline working assumption that
-
Component carrier segmentation is done at MAC layer, and there is a one-to-one mapping of transport blocks to component carriers.
-
Each component carrier has independent downlink control signalling, i.e. a separate PDCCH is transmitted on each component carrier.
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