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1. Introduction 
In [1] a set of assumptions for the evaluation of schemes for LTE-Advanced were agreed for inclusion in TR36.814.
One aspect still to be addressed is the scheduling algorithms used for the evaluation. 

In this paper we show some examples of the impact of different scheduling algorithms on applications for which the QoS requirements include a delay constraint, where throughput has to be balanced with delay requirements to achieve the required QoS.
We then propose some suitable text for TR36.814, based on that used for LTE in TR25.814.
2. Consideration of different scheduling algorithms
In general the scheduling algorithms used for the evaluation (and ultimately the operation) of LTE-A will not be specified, and a wide range of algorithms should be supported. 
Nevertheless, some important considerations relate to the choice of scheduler. These include:

· comparison of evaluation results—as shown below, the choice of scheduling algorithm (or even fine-tuning one single algorithm by altering various parameters) can have a significant effect on the number of satisfied VoIP users and can therefore dramatically impact what can be reported as system capacity;
· provision of suitable signalling to support desirable scheduling algorithms—while the priority assigned to a UE is beyond the scope of the specifications, different algorithms require different statistics to be collected, such as knowledge of data in user buffers, and may therefore indirectly influence what signalling support needs to be included in the specifications. 
2.1. Classes of scheduling algorithm
Some common classes of scheduling algorithm include:
1. First-come-first-served: this algorithm is very simple to implement; however, it does not provide any delay or rate guarantees, as an aggressive user could capture most of the capacity. 
2. Fixed priority scheduler: here the incoming traffic is classified according to fixed static priorities; this does not however offer QoS guarantees on a per-user basis.
3. Fair queuing scheduler: this scheduler polls users round robin, regardless of current channel quality. To further enforce the fairness, scanning of users can even be done on a byte-by-byte basis. 
4. Maximum sum-rate (MS): commonly used to compare cellular system performance, this approach selects a sub-set of users S that maximizes 
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5. Modified largest weighted delay first (M-LWDF) [2]: a variant of weighted fair queuing (WFQ). In each time slot the UEs are selected for which 
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is a buffer status indicator, e.g. head-of-the-line packet delay or the queue length (number of packets in the buffer).
6. Proportional fair scheduling (PFS) [3]: selects users with the largest 
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 is the average throughput of user k in a past time window. This average throughput is updated as 
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, where α is an averaging constant.
Each of these schedulers may be appropriate to different types of application [4]. Since a crucial application of future mobile communication systems will be to support VoIP traffic [5], it is important to consider the impact of the choice of the scheduling algorithm on this particular traffic class. 
2.2. Comparison of main classes of scheduling algorithm

All UEs in simulations below are served by a single eNB. The focus is therefore on allocating available resources so that the number of satisfied users is maximised, while ensuring an acceptable radio resource utilization. 
We evaluate here a number of schedulers based on a MU-MIMO system model in which different spatial channels are used for the transmissions of simultaneously-scheduled users. The main parameters used for this evaluation are summarised in the table below. This model builds on a number of suggestions for LTE-A evaluation previously proposed in [1], [6], and overcomes some of the LTE system simulations limitations identified therein.
	Parameter
	Value

	User arrivals
	Poisson process, 0.005≤λ≤0.02 arrivals per TTI

	Voice call distribution
	Exponential, mean length 10 seconds

	UE speed
	3 km/h

	Outage observation window length
	1 second

	User drop threshold
	10%

	Channel samples generator
	3GPP Spatial Channel Model (SCM)


	Number of antennas at eNB
	4

	Transmission mode
	MU-MIMO

	Maximum tolerable delay
	80ms

	Frequency of VoIP packet arrivals
	20ms

	Length of VoIP packet
	100bits (segmentation is supported, into 5 sub-packets of 20bits each)

	Number of ARQ retransmissions
	1

	ARQ delay
	8ms


The first set of results (Figure 1) compares the three most prominent categories of scheduling algorithm for cellular VoIP applications: MS, WFQ (in the form of M-LWFD described above) and PFS. While WFQ and PFS will inevitably suffer from lower sum-rate compared to MS, the metric we are interested in for VoIP is the number of satisfied users under given delay requirements. It is obvious that these two algorithms that introduce fairness therefore have the edge over MS. Additionally, it can be seen that WFQ (that employs buffer fill levels as weights) outperforms PFS. This is another important conclusion, highlighting the importance of identifying appropriate scheduling parameters for the evaluations of LTE-A.
WFQ also has the additional advantage of being applicable to variable data arrival rates. When there is no VoIP data arriving into the buffer, PFS would continue to increase the respective user priority, whereas this problem does not occur with WFQ. WFQ and PFS do require different signalling support and this is discussed later in this document. 
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Figure 1. System capacity against traffic load 
for three different scheduling algorithms.
Even within one class of scheduling algorithm, different settings of the parameters can have a significant impact on performance. This will be shown for both commonly used PFS and the WFQ introduced.
2.3. Sensitivity of proportional fair scheduling (PFS) to the choice of two main parameters

PFS has been studied in great detail elsewhere [7], [8], and parameter values for different scenarios suggested. The averaging constant α, together with the initial value of the past average throughput assigned to new users 
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 (when no information on past throughput is available), affect the PFS performance significantly [9]. We illustrate this here for the case of VoIP scenario detailed above. Results are given in Figure 2.
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Figure 2. PFS performance variation with respect to 
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2.4. Possible buffer status indicators for weighted fair queuing (WFQ)
As demonstrated in Figure 1 above, WFQ using simple buffer fill levels outperform PFS. This WFQ performance can however be improved if the buffer fill levels are further weighted by the number of dropped packets in a past time window, giving higher priority to users to whom the QoS offered is near the minimum tolerable; this is shown in Figure 3. The combined approach is advantageous for values of λ below 0.015. For λ=0.01, a gain of around 10% in system capacity is possible.
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Figure 3. Improving WFQ performance 
using history of dropped packets.

3. Conclusions
From the above discussion, we conclude that evaluations conducted for LTE-A should include:

· a description of the scheduling algorithm used;
· details of any key parameters in the algorithm; and
· the impact on the specifications in terms of signalling required to support the algorithm under study—for  uplink transmissions in particular, some scheduling algorithms require particular knowledge of the attributes or amount of the data which is buffered for transmission in the UEs.
It is important that these aspects are identified and can be taken into account in the signalling design for LTE-A (for example in terms of the support that is required, if any, for scheduling requests (SR) or buffer status reports (BSR)).

4. Text proposal for TR36.814
-- Start of text proposal --
A.2.1.4A
Scheduling and resource allocation

Different scheduling approaches have impacts on performance and signalling requirements. 

Evaluations should include a description of the scheduling and resource allocation schemes simulated, including relevant parameter values. For frequency or carrier specific scheduling, any feedback approach, delay, and feedback error assumptions should also be indicated. For uplink queue-related scheduling, similar indications should be given for any buffer status feedback. 

Evaluations should include fairness, defined with reference to the normalized user packet call throughput CDF.
-- End of text proposal --
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