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1 Introduction
A possible way forward on DOB was proposed in ‎[1] with the objectives of reusing WCDMA transmitter and receiver architectures whilst not compromising beneficial TDD MBSFN Rel-7 characteristics that are currently not supported, or not sufficient, in the DOB proposal ‎[2].
In this paper, we provide our view on DOB design targets versus proposed further optimizations and also discuss the possibilities to accommodate the suggested DOB improvements in ‎[1] whilst not compromising the possibility for WCDMA vendors to offer cost effective DOB solutions to existing WCDMA operators.  The suggested improvements discussed herein refer to reduction of terminal buffering requirements and support for shorter duty cycles.
2 Reuse of existing WCDMA transmitter and receiver architecture

The main motivation for introducing DOB as proposed in ‎[2] has been maximum reuse of existing WCDMA-MBMS technology and infrastructure. From a WCDMA vendor perspective, the major advantage with this approach is of course the possibility to reuse existing HW and SW solutions as well as having the possibility to smoothly integrate DOB in existing installed base station cabinets. Deviations from the DOB baseline ‎[2] need therefore to be carefully evaluated to ensure cost effectiveness versus further improvements such as shorter duty cycles. One should always keep in mind that an appearing minor change on a high level view could have severe impact on vendor’s low-level realization of the physical layer. Another important advantage of maximum reuse of existing WCDMA-MBMS technology is readily less test efforts.

To ensure low impact on, and large reuse of, existing WCDMA MBMS technology, it is desirable to:
· Keep the WCDMA frame/slot structures for the MBSFN considered physical channels in order to reuse HW solutions for building these physical channels.
· Keep SF4 as lowest supported spreading factor for downlink WCDMA channels to avoid any potential HW impact on e.g. WCDMA terminals de-spreading units.

· Keep single-code transmission of a service (MTCH), i.e. one service is carried by one physical channel, to align with current WCDMA-MBMS minimum UE capabilities (no support for multi-codes).

· Have the possibility to reuse equalization principles; basically extending the equalization window to handle the larger delay spread caused by SFN operations.

· Have the possibility of training equalizers and perform channel estimation over several slots, for obtaining high accurate estimates, without complicating the channel estimation or the estimation of the equalizer parameters.
Above points represent a baseline for the discussions below.
3 Discontinuous transmission of data

The reasoning to introduce discontinuous transmission of data over the air-interface is clearly to allow for short duty cycles at the terminal side. A short duty cycle is beneficial for the receiver RF power consumption as the terminal can receive data during a short time period and then turn off the Rx RF part until the next related data burst is sent by NodeB.

An implication of shortening the duty cycles is however an increased instantaneous data rate as is here illustrated by the left hand side of Figure 1. From this figure it can be observed that transmission of a 512kbps service with 10% duty cycles would require an instantaneous data rate of around 5Mbps. It can also be observed that the instantaneous data rates increase rather linearly down to duty cycles around 30%. The lowest possible duty cycle is limited by the maximum channel bit rate as well as by the required channel encoding rate for reliable detection of data. It can be noticed that the maximum S-CCPCH channel bit rate in WCDMA-MBMS is 1.92Mbps (SF4 and QPSK). With reasonable low code rates of 0.5 to 0.6, the maximum instantaneous data rate then corresponds to approximately 1Mbps. For a 512kbps MTCH, the shortest possible duty cycle would then be 50%, or 25% in case of 256kbps MTCH.

When estimating the potential power (battery) saving gains by introducing shorter duty cycles, all terminal power consuming units need to be taken into account, and not only the Rx RF part. By only focus on the Rx RF part, a 10% duty cycle would then give the impression of 90% power savings for the terminal. However, the receiver RF power represents a portion of the total power consumption including screen, video decoders etc. 
We believe that the Rx RF power corresponds to maximum 30% of the total power consumption. In the right hand side of Figure 1, the potential power savings are plotted versus duty cycles percentage for two power ratios between the Rx RF power and the total power, respectively. As can be observed from this figure, a maximum optimization gain of around 5% for battery savings is foreseen when going from 25% to 10% duty cycles. The cost for this optimization gain is however approximately a 2.5 times higher instantaneous data rate. It should be noted that this predicted optimization gain will in practice be less than 5% as other terminal activities (e.g. voice sessions) will typically be in parallel with the reception of MBSFN and thus increase the total power consumption.
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Figure 1 Instantaneous data rates and potential power savings for a selected duty cycle

The conclusion of this section is that duty cycles of 20% to 25% would be a balanced design target for DOB. Another conclusion is that multi-codes (two SF4 and QPSK), or SF2 and QPSK, or SF4 and 16QAM, need to be supported by DOB to fulfill this design target for MTCHs of 512kbps. Currently, multi-codes are not supported in WCDMA-MBMS to carry one MTCH. The same holds for SF2 as well as SF4 in combination with 16QAM.
4 TDM

With TDM of services the terminal only needs to turn on the receiver RF part when the service of interest, sent by the NodeBs participating in the SFN, is expected to arrive at the terminal. There are several possibilities to achieve short duty cycles by introducing TDM of services on the physical layer in different ways, e.g.

· The DOB baseline ‎[2] supports TTI based TDM of services as illustrated in Figure 2 where in total 16 MTCH’s of rate 256kbps are sent by the NodeB
. In this case the terminal receives the service during a period of one TTI and then turn off the Rx RF part during the following three TTI’s, to achieve a duty cycle of 25%. 

· Other possibilities to achieve short duty cycles are slot, or multiple slot, based TDM as proposed in ‎[1] and illustrated in Figure 3 with a 20% duty cycle, or frame based TDM as illustrated in Figure 4 providing a 25% duty cycle. In these cases, the terminal receives the data in 2ms subframes once per 10ms frame (Figure 3), or in 10ms frames twice per 80ms TTI. 

In all above cases, 16 channels of 256kbps service rates can be supported by the single frequency network
, given duty cycles of 25% and 20%, respectively. In addition of receiving MTCH, terminals monitor changes in the MBMS control channel (MCCH) and the MBMS notification channel (MICH).
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Figure 2 TTI based TDM of services, 25% duty cycle of service reception
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Figure 3 Slot based TDM of services (2ms subframes), 20% duty cycle of service reception
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Figure 4 frame based TDM of services (10ms subframes), 25% duty cycle of service reception
As correctly pointed out in ‎[3], the TTI based TDM approach requires larger buffering capacity of the terminals for same TTI lengths in comparisons with above slot or frame based TDM, as larger transport block sizes are needed. It should be noticed however that the amount of decoding is the same as for slot based TDM since decoding is done every fourth TTI (assuming 25% duty cycle) instead of every each TTI and since the code blocks are of same size. The required buffering could be reduced by shortening the TTI. In ‎[4], it were shown that the MBSFN performance degradations by shortening the TTI from 80ms to 40ms, and to 20ms, were approximately 0.2dB and 0.25dB, respectively, for a 256kbps service. Based on these results, a performance loss of 0.25dB could be an acceptable performance loss for significantly reducing the buffering demands.
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Figure 5 TTI based TDM of services with reduced buffering demands for the terminal
5 Conclusions

We have in this paper presented our current view on aspects to take into consideration in a possible compromise on DOB. Based on our understanding of the requests in ‎[1], and in the light of the WCDMA-MBMS technology reuse discussions in section 2, we see two agreeable and possible options on the suggestions of reducing the terminal buffering demands and shortening the duty cycles for the highest supported service bit rates.
Option 1:
· Introduce SF4 also for 16QAM to allow for a 25% duty cycle for 512kbps services.

· Shorten the MTCH TTI to 20ms to significantly reduce the terminal buffering requirements.

Option 2:

· Introduce SF4 also for 16QAM to allow for a 25% duty cycle for 512kbps services.

· Introduce 10ms frame based TDM, which reduces the terminal buffering requirements to be similar to those specified for TDD MBSFN terminal capabilities.
Option 1 implies less changes of the DOB baseline ‎[2]; basically an update of the UE capabilities in TS 25.306 and adding an S-CCPCH slot format. Option 2 implies in addition to the specification changes for option 1 that the frame based TDM mapping on physical channels (S-CCPCH) needs to be described. 
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� Four times CDM of three SF4/QPSK and one SF8/16QAM.


� An MBSFN capacity up to 5Mbps was reported in TR 25.905 for 3.84Mcps SFN deployments with an inter-site distance of 2800m and 10% CDM pilot (CPICH) power of the total 20W transmission power. The MBSFN capacity increases with more dense SFN deployments.





