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1
Introduction
Coordinated multi-point (CoMP) is being considered as a key enabler of high spectral efficiency requirements set forth by LTE-Advanced [1]. Cooperation techniques such as cooperative beamforming and joint processing [2] have been discussed in various contributions and potential impact on the air interface design has been addressed as well. In this contribution, we focus on certain general aspects of cooperative transmission design, namely a general framework for choosing the right cooperation technique based on the anticipated accuracy of channel state information corresponding to various cooperating cells, UE mobility, backhaul quality etc. 
Furthermore, we indicate that a suitable choice of utility metric used for scheduling optimization leads to a unified framework that can handle resource allocation, UE association in the context of CoMP as well as a more general context of supporting heterogeneous deployments. Finally, we discuss over-the-air signalling mechanisms potentially needed to enable efficient coordinated transmission.
2
Cooperation techniques
CoMP transmission techniques can be broadly categorized as Joint Processing (JP), Cooperative Beamforming (CB) and Cooperative Silencing (CS).
Joint Processing stands for data transmission to a UE from multiple co-located or remote cells. This arguably most advanced technique is particularly beneficial for single transmit antenna cells as it enables spatial interference nulling as well as transmit channel gain combining across multiple cells. Efficient JP relies on low latency broadband backhaul to support data transfer to cells that jointly serve a UE, mechanisms to deliver transmit-side channel state information (CSIT) and HARQ feedback to the scheduler, as well as mechanisms to convey scheduling decisions spatial precoding parameters, resource allocation, MCS and H-ARQ information to the appropriate transmitter(s)/receiver(s) of the UE signal. These considerations make JP suitable to inter-cell intra-eNodeB cooperation as well as cooperative transmission within a set of remote radio heads (RRH) inter-connected by high-speed broadband links. Additionally, the need for highly accurate CSIT across cooperating cells to achieve interference nulling limits efficient JP to low mobility UEs. Nevertheless JP may prove to be efficient in some deployment scenarios such as enterprise networks that make use of low-cost (pico) cells inter-connected via a fast premium-grade backhaul, and should therefore be supported in the LTE-A air-interface design. 

Cooperative Beamforming is a single-cell beamformed transmission that takes into account not only spatial downlink channel to the desired UE but also cooperative interference reduction to a UE served by adjacent cell via proper beam selection. CB also benefits from fast backhaul across cooperating cells as this allows us to perform inter-cell scheduling and beam coordination across cooperating cells as well as CSIT delivery to non-serving cell(s) via serving cell. However, fast backhaul connectivity is not a pre-requisite for efficient CB. Indeed, simple over-the-air mechanisms can be put in place to communicate CSIT from a UE to cooperating cells and enable simple inter-cell scheduling coordination. CB is more robust to UE mobility compared to JP especially when cell sites are equipped with closely spaced antennas that lead to spatially correlated channels. The absence of inter-site scheduling delay and need to distribute CSIT across network nodes increases the scope of scenarios for CB. A simple version of CB, widely know as opportunistic beamforming, has been discussed in some contributions [3] and is shown to deliver attractive gains when the number of UEs is relatively large. However, a more accurate coordination is desirable to deliver performance gains with a limited number of UEs.
Cooperative Silencing consists of gating DL transmission by a cell on a particular set of resources whenever this turns to be beneficial in terms of aggregate throughput and/or fairness for the set of UEs in the vicinity of that cell. CS is the only practical cooperation technique applicable to single-antenna cells when JP is not an option for some of the above mentioned reasons. CS can be used to handle high mobility UEs when efficient cooperation through spatial interference nulling is not possible. Note that CS is also useful in dealing with non-uniform loading scenarios where silencing a particular lightly loaded cell helps to improve user experience in the adjacent cell(s) that experience high load. Finally, CS can be used in heterogeneous deployments to enable interference coordination through resource partitioning between eNodeBs of different types [4].  In general CS can take a form of hard silencing where no DL transmission is scheduled by a cell or a soft silencing where DL transmit power is reduced from its nominal value. Hence soft silencing can be seen as cooperative DL power control wherein power adjustment accounts for interference caused to UE(s) scheduled in adjacent cell(s). 
3
Common framework for CoMP
As seen from the above paragraphs, DL CoMP design needs to address a large variety of scenarios in terms of the type of cell antenna configurations, backhaul topology, bandwidth and latency, network loading, the presence of different eNodeB types and diverse UE conditions in terms of mobility and QoS requirements. These factors affect the choice of cooperation technique as well as allocation of resources used for DL cooperation across cells. Since all or most of these scenarios can be encountered in practical WWAN deployments depending on geographical location, deployment topology (e.g. planned macro versus unplanned and indoor) and density, backhaul infrastructure etc, it is highly desirable to have a common framework that can address all these scenarios in a unified fashion.
3.1
Utility based framework
The concept of utility based cooperation consists of defining a network utility metric that can be used to price various scheduling decisions (strategies). Utility metrics associated with different strategies can be exchanged between network nodes to determine the right (possibly cooperative) scheduling strategy for every cell thereby achieving coordinated multi-point (multi-cell) transmission. Note that scheduling strategy comprises not only a set of cells and UEs but also the set of resources used to serve UEs as well as specific cooperation techniques to be used by different cells (e.g. JP, CB and CS). The goal of such coordination is to maximize network-wide utility either locally, within a cluster of nodes or globally over a large piece of contiguous deployment. In this context, utility should be a UE centric metric that reflects various factors affecting user experience such as long- or short-term throughput depending on application(s), latency and fairness. 
While the exact definition of the utility metric (or a suitable family of utility metrics) is outside the scope of this contribution, we will list various aspects that need to be accounted for in such a metric.
Spectral efficiency. Similar to single cell transmission, spectral efficiency remains one of the primary considerations in choosing a particular cooperative scheduling strategy. Spectral efficiency associated with a particular strategy can be computed based on CSIT available at the node that performs utility calculation (including the assessment of CSIT accuracy) and UE mobility as well as anticipated scheduling delay which is partly owing to backhaul latency. Short-term spectral efficiency based on fast fading should be used in low mobility / low latency scenarios to enable multi-user diversity gains. Long-term spectral efficiency can be used in other cases. 
Backhaul capacity and latency. As explained in Section 2, backhaul bandwidth and latency play an important role in choosing a suitable cooperation technique and resulting utility of an associated strategy. A simple way to factor backhaul quality into cooperative technique selection is to disallow some (advanced) cooperation techniques for certain (low grade) classes of backhaul. As an example, JP can be reserved to sets of cells inter-connected via a dedicated broadband connection, CB could be allowed with the generic WWAN backhaul and/or wireless backhaul in the case of in-band relays and possibly additional over-the-air protocol support while high latency public backhaul may practically limit the scope of cooperation to resource partitioning through semi-static CS. Since backhaul latency also affects scheduling delay it should be factored into spectral efficiency calculation.   
CSIT accuracy. The latter is mainly affected by CSI measurement accuracy at the UE and the subsequent scheduling delay. Hence both CSIT estimate at the scheduling time (as opposed to measurement time) and assessed accuracy of that estimate should be factored into utility metric. Network can compute both quantities based on UE feedback (in terms of channel & interference estimate and accuracy measure based on e.g. pilot measurement C/I) on one hand and scheduling delay on the other hand.  CSIT accuracy may be factored directly, by enabling/disabling certain cooperation techniques subject to CSIT accuracy or indirectly, via spectral efficiency calculation.   
UE priority. UE priority essentially reflects latency / QoS requirements as well as served / outstanding buffer level of different data flows. This consideration is no different from the standard single-cell transmission case. 
UE capability. UE capability, namely the number of antennas and processing techniques affects cooperation utility. For instance, a UE equipped with 4 receive antennas and capable of receive interference nulling would not benefit from cooperative spatial transmission as much as a UE with dual receive chains. Often, UE capability can be factored into utility evaluation through spectral efficiency calculation.
Network capability. Certain forms of cooperation may be computationally intensive and therefore may not fit in the budget of some network nodes and/or require dedicated processing resources. For example, limited processing power may impose constraints on the maximum number of cells involved in cooperation. 
As an example, candidate utility metric can be defined as weighted sum-rate of all scheduled UEs (all scheduled data flows of these UEs) involved in cooperation across all scheduled resources where rates of individual UEs are computed based on their respective spectral efficiencies while weights accompanying these rates are based on UE priority. In such a case, rates would be computed subject to constraints on cooperation techniques enforced by e.g. backhaul quality, network capability etc.
3.2
Scheduling, resource partitioning and association
With a proper definition of utility metric consistent with network-wide fairness/QoS policies, one would consider making all scheduling decisions, including the choice of cooperative strategy, cooperation techniques and resources involved in cooperation, based on a local estimate of the total network-wide utility. Such local estimate of network-wide utility (referred to projected network utility or simply projected utility) can be used to make out the following decisions. 
Real-time scheduling. Projected utility can be used as a regular (single-cell) scheduling metric to decide on resource allocation and UEs to be served. Likewise, it can be used to cluster cells serving multiple UEs in a cooperative fashion. This would include the choice of cells, UEs, cooperation resources as well as cooperation techniques (e.g. JP, CB and/or CS). Note that utility based clustering yields dynamic cluster formation as a result of projected utility maximization. The actual time-scale of clustering and scheduler operation is discussed later in this document.     

Resource partitioning. Cooperative Beamforming and Cooperative Silencing are examples of interference coordination techniques that constitute a vital component of CoMP operation. As highlighted in [4,5] inter-cell interference coordination (ICIC) across different types of nodes is particularly important in a heterogeneous networks. In particular, there is a need to coordinate interference between

·    eNodeBs that belong to different power classes, including high-power (macro) nodes and low-power (pico) nodes  including home eNodeBs;  

·    eNodeBs that belong to a Closed Subscriber Group (CSG) and all other nodes (including other CSGs);
·    All of the above and (decode and forward) relay nodes that make use of LTE-Advanced wireless backhaul. 

Interference coordination between different types of eNodeBs can be achieved via dynamic or (semi-) static partitioning of time/frequency resources (sub-bands/sub-frames) between different types as well as spatial interference mitigation. Although ICIC is not the subject of this document, it should be noted that ICIC is a special case of inter-cell coordination and therefore can be handled by a common utility based framework wherein utility metric captures performance of UEs served by different types of nodes.   
UE association. Along the lines of [6], UE cell (re-)selection in heterogeneous deployments  should be expanded to include several radio and network considerations besides received signal strength. In this context, association rules should account for the difference in transmit power levels between eNodeBs, different traffic load, resource availability and backhaul capacity, including backhaul sharing in the case of relay nodes with in-band wireless backhaul. In the context of CoMP operation, association rules should also account for distributed, multi-antenna transmission/reception capabilities of the network, and hence the possibility of spatial interference reduction through CB or CS. Utility based framework described in this document offers a way to account for all these considerations in the same way it does so for scheduling, coordinated transmission and resource partitioning. Specifically, the network can extend the scope of scheduling decisions under evaluation for a given UE from the current serving cell to a set of ‘candidate’ cells. While instantaneous utility metric values associated with non-serving cells may not be used for instantaneous scheduling decisions, their filtered versions can be used as a trigger for cell reselection, with the idea that the choice of serving cell should preferably maximize long-term projected utility. A candidate set of cells can be maintained by the network based on e.g. DL pilot reports. More detailed analysis of utility based association rules needs to be conducted in the future. 
3.3
Utility processing architecture

Utility based resource management and UE association allow for network wide optimization of throughput and fairness. Network-wide optimization is particularly beneficial in loaded networks with a limited number of active UEs per cell where scheduling decisions made in a particular cell and/or a cluster of cells may affect user experience in adjacent cells, by causing excessive interference to all the UEs that can possibly be served in some adjacent cells. However, network wide optimization implies projected utility calculation for a scheduling decision within every cell or a cluster of cells that also takes into account scheduling options of the adjacent cells and their utilities.  Scalability requirement in large networks brings up the need for distributed utility computation architecture wherein projected utility pertaining to a large(r) network is computed within a node or a cluster of nodes based on a (limited) information exchange with adjacent nodes. At the same time, (locally) centralized architecture may be suitable in some deployment scenarios such as e.g. enterprise networks or RRHs that cover hot-zones wherein the bulk of traffic load and interference coordination takes place within a limited set of network nodes (possibly inter-connected via a fast backhaul) on one hand and processing architecture is centralized on the other hand. Suitable processing architectures for cooperative strategy selection and underlying utility calculation algorithms need to be studied.  
3.4
Time scale, scheduling and air interface support
The time scale of utility update and the amount of averaging needed depend on the timeliness of CSIT and UE priority information from serving and adjacent (cooperating) cells as well as timeliness of utility updates received from adjacent cells. Whenever backhaul signalling carries this information between network nodes, backhaul latency would determine the role of projected utility information in real-time scheduling decisions. For instance, one can rely on projected utility metric to make per sub-frame coordinated scheduling decisions across clusters of cooperating cells if backhaul delay is on the order of 1 ms. Such low backhaul latency cannot be guaranteed in most practical scenarios e.g. when a generic IP backhaul is used leading to latencies on the order of 10ms and up to 100ms in some cases. Furthermore, backhaul latency may be changing within a contiguous deployment depending on the available backhaul infrastructure and amount of allocated backhaul resources.
While projected utility metric may not always lead to accurate real-time scheduling decisions, it can be used to perform serving cell (re-)selection, handle medium to long-term resource partitioning (on the order of 100 ms) and determine a limited set of candidate scheduling strategies for either single cell or cooperative transmission. At any time instance, a cell needs to choose a particular (tentative) scheduling decision from such a set and apply it for a particular set of resources. Tentative scheduling decisions can be made at eNodeBs based on e.g. the most recent information about UE buffer level, active QoS flows and CSIT feedback from the UEs. However such tentative decisions should be coordinated between cells involved in cooperation. 
For CB and CS, some level of multi-point coordination can be achieved with simple over-the-air signalling. As an example, a cell that chooses to schedule certain UE in a given sub-frame may request this UE to send channel state feedback to an adjacent (potentially cooperating) cell prior to the actual data transmission. The adjacent cell would interpret this feedback as request for interference avoidance and make a suitable scheduling decision so that its precoded transmission can avoid the direction of the former UE if CB is used. In the case of CS, the adjacent cell could abstain from transmission or transmit with a reduced power level e.g. to a UE that is close to the cell site. The choice of scheduling decision in the adjacent cell will be based on such (short-term) over-the-air control signalling as well as a longer term projected utility computed by that cell.

Detailed assessment of over-the-air signalling needed to enable coordinated DL transmission as well as its impact on the existing LTE Release 8 air interface baseline should be studied in greater details.

4
Conclusions
In this contribution, we discussed a general framework for inter-cell coordination that can address cooperative strategy selection comprising the set of cells, UEs served by these cells, cooperative transmission techniques (joint processing, cooperative beamforming and/or cooperative silencing), and resources to be used for cooperative transmission. The key is to define a network utility metric that accounts for spectral efficiency associated with a particular cooperative transmission, relative priorities of served UEs that reflect fairness/QoS requirements, backhaul constraints, channel state information accuracy as well as certain UE/network capabilities. Network utility exchange between adjacent nodes leads to projected (network-wide) utility calculation at every eNodeB that reflects the impact of a local scheduling decision on the global (network-wide) performance thereby allowing for global scheduling optimization. Both distributed and (locally) centralized utility optimization methods can be used depending on network topology and processing architectures. Projected utility of various scheduling strategies locally calculated within every cell can be used to drive (final) instantaneous scheduling decisions in the case of accurate and timely utility update or to determine sets of ‘good’ candidate cooperative scheduling strategies that a cell can pick from.  
Utility based cooperative transmission allows for dynamic clustering of cells involved in cooperation. The structure of cooperating clusters and cooperation techniques can be adapted based on traffic load and UE channel conditions with network constraints in mind. The time scale of clustering will be determined on the timeliness of utility metric and UE priority updates, hence it depends on backhaul latency. Static clustering can be seen as a special case where constraints on cluster structure are derived from the actual (local) network topology and/or processing architecture.      

Furthermore, we show that the proposed utility based framework can handle inter-cell interference coordination (ICIC) through resource partitioning and UE association (cell reselection) in the context of CoMP as well as in a more general context of heterogeneous deployments,.     
 We also point to a possible need for enhanced over-the-air signaling to enable real-time channel state feedback and scheduling coordination across adjacent cells, to complement network cooperation via backhaul signaling. The impact of this feature on the LTE Release 8 air interface baseline as well as detailed study of utility calculation, resource partitioning and association rules are open study items. 
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