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1
Introduction
Network MIMO technologies are considered by many companies as strong candidates for improving system capacity and cell edge experience to meet the requirements set by LTE-Advanced [1]. The current design of LTE Release 8 does not consider cooperation of different sites using spatial processing techniques to mitigate or exploit interference in the system. In a Network MIMO setup, multiple cells (possibly belonging to different eNodeBs) cooperate in transmission of data to multiple users. 
Different Network MIMO schemes with different level of cooperation among participating cells can be envisioned. Examples of possible approaches are:
1. Joint signal processing/ packet sharing
2. Scheduling/beam-forming
In this contribution we will discuss these two approaches and consider their feasibility under practical limitations. We also outline LTE-A air-interface requirements for enabling them. 
2
Cooperation Schemes

2.1
Joint Processing (JP)

In these schemes multiple cells will perform joint processing for transmission to multiple users. The antennas of all the cells participating in cooperation can be considered as a virtual antenna array within a “virtual cell”. This level of cooperation will require sharing of the packets among the cooperating cells since actual data transmission will take effect from all the participating cells. 

Examples of the schemes in this class are linear precoding based on MMSE or zero-forcing criteria across multiple cells. Also Non-linear precoding schemes like Network Dirty Paper Coding (Network–DPC) belong to this class. However, issues like robustness to channel estimation error, additional receiver complexity for non-linear precoding should be carefully studied for performance gain evaluations.

2.2 Scheduling/Beam-forming
These schemes rely on cooperation in scheduling of the users and performing distributed beam-forming to coordinate the interference. However, they do not require packets of scheduled users to be shared among the cells and users still receive data from their serving eNodeB only. The beams are formed in a centralized or distributed fashion to optimize a given performance metric. For instance, one option is for each cell to form beams to minimize the interference caused to users served by other cells via the zero-forcing or MMSE criteria.

The beam selection across the cells can be done in different ways, i.e. dynamically, statically, or randomly. In dynamic beam selection, the beam selection is UE-centric and cells will perform distributed beam-forming based on the channel state information to serving and non-serving cells of the UEs scheduled in the system. In the static case, the beam selection is pre-configured in the network such that the transmission in different cells causes small interference to neighbour cells. It is also possible for each cell to select the transmitting beams in a random fashion. For static and random cases, UEs with directionality close to the beam(s) associated with the serving cell will be scheduled. Hence, no channel state information from the UE to the non-serving cells is required. However, performance gain of these schemes is limited (especially for lightly loaded systems) compared to the dynamic beam selection scenario since they pose some scheduling constraints in each cell. Therefore, we propose study of the dynamic beam selection schemes in the study phase. The performance of static or random beam selection methods can be considered as a baseline in the study phase.
3 Practical Issues related to Network MIMO
The performance and feasibility of different cooperation schemes need to be studied with the following practical issues closely addressed:
· Backhaul latency and capacity constraints: 
· Latency of communication in backhaul can impact the scheduling time-line and cause mismatch in terms of the downlink channel knowledge. It can also introduce challenges in communicating the HARQ acknowledgements and new assignments in time for cells participating in cooperation. 
· Capacity of backhaul connections will dictate the cooperation schemes feasible and affect the performance gains observed by network MIMO schemes. For schemes where cooperation is performed at the packet sharing level capacity limitations on inter-site communication is a major constraint.  In fact, in these scenarios, increasing the over the air rate of transmission  directly translates to high capacity requirements for inter-site communication since the packets need to be shared among cooperating cells. In case cooperation is among cells of different eNodeBs the capacity requirements will be for the backhaul links. This capacity requirements increases with the number of eNodeBs participating in the cooperation and joint transmission.  
· Network architecture and scheduling complexity: complexity of determining the cells participating in cooperation, sharing of the required information, e.g. data packets and channel state information, between these cells and the network architectural changes for different Network MIMO schemes should be studied closely.

· Channel state information availability and accuracy: Availability of channel state information at different cells participating in cooperation and the accuracy of that information will impact the performance gains observed by different network MIMO schemes. Latency in conveying this information, estimation and quantization errors are some of the important factors that will determine the accuracy of the information provided to different cells.

We now discuss the practical limitations of the two cooperation approaches considered in this contribution:

· For joint processing schemes, because of the need to share packets among the cooperating cell, the communication requirements in terms of latency and capacity between the cells are highly demanding. Therefore, for Inter-eNodeB cooperation scenarios, i.e. when the cooperating cells belong to different eNodeBs, backhaul latency and capacity can be a severe limitation and should be addressed carefully. On the other hand, for Intra-eNodeB scenarios where the cooperating cells are geographically co-located cells, distributed antenna systems (DAS) or remote radio heads (RRH) belonging to the same eNodeB, the communication between the cells is assumed to be fast enough and therefore, joint processing schemes seem practically feasible.. 
· Dynamic scheduling/beam-forming schemes assume knowledge of the scheduled users and downlink channel state information among the cooperating cells. These techniques have no severe backhaul constraints in terms of capacity, since data packets are not shared among cells. Backhaul latency constraints in communicating information like channel state information, HARQ acknowledgments can still severely impact the performance. Fewer network architecture changes are required for enabling these techniques compared to joint processing techniques. Therefore, dynamic scheduling/beam-forming seems more practical for Inter-eNodeB scenarios. It is also a preferred scheme for cooperation in restricted association scenarios, since unlike joint processing, data transmission takes places only from the serving cell. However, the number of transmit antennas at different cells will put a limit on the amount of possible interference suppression and hence the performance gains of schemes in this category.  
4
LTE-A Air Interface Support
LTE-A Air interface would need to support the following mechanisms for enabling different Network MIMO schemes:
· Feedback mechanisms: It is needed for LTE-A air interface to support feedback mechanisms that enable the UE to convey the following information to the cells cooperating in transmission in a timely manner. 
· Channel state between the UE and the cooperating cells: A mechanism is required for the UE to convey to the cells the information on the directionality and strength of the channel between the UE and the cooperating cells (for parts of or the entire frequency). The cells will use this information to perform beam-forming, joint precoding or other forms of joint cooperation. The UE will obtain this information using reference signals. Release 8 provides cell-specific reference signals for at most 4 antenna ports. Therefore, it is required to support mechanisms that enable the UE with channel estimation of antenna ports from possibly multiple different cells. . 
· HARQ Acknowledgement: the cells participating in cooperation should be notified of HARQ acknowledgements in time to make scheduling decision for the coming sub-frames.
Feedback information can be provided by the UE to one or a selection of cells through over the air (OTA) mechanisms and distributed among all the participating cells via backhaul or wired connections. For instance, the UE can provide this information to the serving cell and that cell can inform other participating cells of the information.

· Reference signal for network MIMO:
· Demodulation reference signal: For demodulation purpose and to reduce the overhead incurred in the control signalling, dedicated reference signal for network MIMO architecture can be used. Having such a structure in place will allow for accurate precoding realization (e.g. floating point) without high overhead caused by precoding information in the downlink assignment.

· Measurement reference signal: To enable network MIMO schemes, the UE should be able to measure the channel state for connection to cells cooperating in transmission to the UE. LTE Release 8 provides cell-specific reference signals for at most 4 antenna ports. Mechanisms that enable the UE with reliable channel estimation of antenna ports from possibly multiple different cells will allow for efficient operation of network MIMO schemes. 

Next, we mention cell clustering as a mechanism from network aspect that enables efficient network MIMO operation. 
5
Cell Clustering
To reduce the complexity incurred in network architecture and scheduling process, the joint processing/scheduling should be limited to a number of cells within a “cluster”. Clustering of the cells can be done given the limitations on connectivity between different cells. Limiting the joint processing/scheduling to the cells belonging to the same “cluster” will reduce the requirements on backhaul and make the joint processing among the cells less complex.  “Cluster” of cells can be formed in a UE-centric, network-centric or a hybrid fashion. 
In UE-centric scenario, each UE will choose a small number of cells that it would benefit from their cooperation the most.. In this case scheduling UEs will be challenging since the clusters are chosen in a dynamic way and may overlap. 
In network-centric scenario the clustering is done in a static way and UEs will be served by one of the available clusters. In this scenario, a subset of cells within a cluster will cooperate in transmission to the UEs associated with the cluster. To further reduce the complexity, it is possible to limit the number of cells cooperating in joint transmission to a UE at each scheduling instant. The subset of cells cooperating within one large cluster can vary over time-frequency resources based on the scheduled users. For network-centric clustering, the performance of the UEs at the boundary of the clusters will be compromised. 
In a hybrid approach it is possible to form multiple clusterings of the cells (with possibly overlapping clusters). This will alleviate the boundary problems among clusters. Each clustering will be associated with a set of frequency-time resources. Partitioning of the resources can be done adaptively through a centralized or distributed fashion among cells and can be based on the set of UEs benefiting from each clustering. 
6
Conclusion
In this contribution, we discussed two approaches for cooperation of multiple sites using spatial processing techniques, namely beam selection and joint processing (JP) techniques. These approaches differ based on the required level of cooperation between the participating cells. Possible gains and practical issues facing each of these approaches were discussed.
We also pointed out some required LTE-A air interface mechanisms for enabling these technologies. These include reference signal design, channel feedback mechanisms, and HARQ-acknowledgement. Different clustering schemes for defining cooperating cells were suggested to limit the complexity of scheduling and changes to the network architecture.
For the case when the cooperating cells are co-located cells, distributed antenna systems, or remote radio heads (RRH), belonging to the same eNode-B, i.e., Intra-eNodeB cases, we believe that joint processing techniques are practically feasible.
The requirements for Inter-eNodeB techniques are more stringent. Backhaul requirements in terms of capacity and latency, network architecture changes and scheduler complexity are some of the issues that should be addressed for enabling Inter-eNodeB techniques. 
From this perspective, distributed beam-forming schemes should be considered for Inter-eNodeB scenarios since they incur less constraints on backhaul and require fewer network architecture changes. System-wide gains of joint transmission/reception also need to be evaluated relative to scheduling and beam selection coordination across multiple cells.
References

[1] REV-080052, “LTE-Advanced System Requirements”, Qualcomm Europe. 



















































PAGE  
1/4

