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1 Introduction
Differential encoding is proposed to reduce amount of feedback overhead in LTE standard. Since the channel variation is slow in either time or frequency domain, the sequence of the channel codewords is highly correlated. Therefore, instead of the codeword index (PMI), one can transmit only the offset of the codeword index. The offset is small only if the codebook re-arrange in a manner that the highly correlated codewords put together. In this case, only a small number of bits are required to represent the offset values. 

The main problem in exploiting the differential encoding is to find a re-arranged codebook with the mentioned correlation property. It seems very hard to find such a codebook. In this contribution a differential encoding/decoding approach is proposed working with any arbitrary codebook and does not need any re-arrangements. 

A traditional differential coding scheme works properly only when the channel variation is always small to make sure that the current codeword is in the differential range of the previous one. However, especially in relatively high speeds and/or very dispersive channels, the PMI variation might be faster than what we expect. In such a case, a traditional differential encoder may encode a codeword which is not necessarily the optimum point. Since the encoder works differentially, this encoding error propagates over the next encoding stage and so on. Consequently, the quantization error of the differential encoder might be more than the normal encoder. The extra error can degrade the performance of the closed loop MIMO-OFDM system.

This contribution proposed a method of differential encoding to prevent differential encoding error and to keep the performance of the differential encoding the same as the normal encoding while the overhead of feedback is adaptively minimal.

After mathematical description of the differential encoding/decoding in Sections 2 to 7, the advantages of the proposed scheme are described in Section 6. The problem of differential encoding is described in section 7.  Section 8 introduces dynamic encoder resetting to avoid differential error problem. The contribution finally concludes in Section 9.
2  Codebook Description

Assume 
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 as an arbitrary codebook with 
[image: image2.wmf]M

 codewords denoted by 
[image: image3.wmf]1

,

,

1

,

0

,

-

=

M

i

c

i

K

. Note that the codewords are vector for 1-layer transmission and matrix for multiple layer transmission. Currently in LTE standard M is 16 for closed-loop MIMO.
3  Codebook Subset

Corresponding to each codeword
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, there is a subset of codewords with indices
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. The subset contains L < M distinct codewords. A differential codebook is fully represented by the codeword set C and the codeword subsets Si, which is briefly denoted as the pair (C, S).
Appropriate design of a subset for each codeword has huge impact on the final performance and efficiency of the differential encoding. In the later sections, several design issues will be discussed.
4 Differential Encoder

Consider 
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 as a sequence of codeword indices selected from the codebook 
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. In a regular encoding approach, each codeword index needs log​2(M) bits to be represented properly. In differential encoding approach, if 
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 is the encoded index which is reported through the feedback channel. Note than kn cab be represented by log​2(L) bits which is less than original log​2(M) bits.

 As an example, if the codeword size is M=16, each codeword is represented by 4 bits. If subset contains L=8 codewords, then with differential encoding, each codeword (expect the firsts one) is represented by 3 bits. In this case, the saving of feedback overhead is about 25%.
5 Differential Decoder

Consider 
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 as the estimate of the codeword index 
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, receiver estimates 
[image: image15.wmf]n

k

 which is denoted by 
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In general, error propagation is an issue of differential encoding. If 
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 is not estimated correctly, differential decoder is not able to correctly decode 
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 and so on. In LTE standard, PMIs of all sub-channels are sent from UE to NB at one sub-frame with one CRC check. Therefore, error propagation is not an issue as long as differential ending is applied in the frequency direction only.

6 Initialization of Encoder

Receiver needs the knowledge of 
[image: image24.wmf]0

i

 to start differential decoding. Therefore, the very first codeword (in time or frequency direction) is encoded regularly with log​2(M) bits.

7 Dynamic Rest of Differential Encoder

In differential encoding process if 
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 does not belong to the subset 
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 encoding error occurs. In such a condition, differential encoder can take two different approaches,

1. Replace the optimum codeword 
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 with the approximate codeword, which already exists in the subset
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. This approach degrades the performance of the closed-loop system.
2. Reset the differential encoder and encode 
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 with regular number of bits instead of differential bit. This approach is called dynamic resetting. The performance of this approach is the same as regular encoding but its overhead might be more than approach 1. 
In this contribution, the focus is on approach 2, which has better performance. To avoid encoding error, encoder can reset the differential encoding dynamically. The encoder checks all the codewords of the codebook (not just the codewords within the given subset) to find the best codeword to the current channel matrix. If the closest codeword is inside the corresponding subset, the encoder continues to work differentially. However, if the optimum codeword is out of the differential range and hence does not belong to the differential subset, the encoder is reset, and the normal codeword index represents the PMI.

In this scheme, a flag is required to inform the differential decoder about the encoder mode of operation. One differential index (for example all zero index) is assigned indicate the reset flag. Therefore, the effective number of codeword inside each differential subset is reduced to 
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 bits. If the encoder works in the differential mode, the differential index, which is represented by 
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bits, is reported as the encoder output. Otherwise, the encoder output contains two parts. The first part is the reset flag containing 
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 zeros, and the second part is the normal index, which is represented by 
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The efficiency of differential coding with dynamic resetting depends on the coherence time/bandwidth of the channel. If channel variation is slow in time/frequency direction, most likely the optimum codewords fall into the differential subsets and therefore encoder resetting does not take place frequently. In this case, the performance of differential encoding is the same as normal encoding while its overhead can be extremely less than normal coding. In other hand, if channel variation is high, the dynamic reset of the encoder can take place more frequently. In this case differential encoding cannot reduce overhead of feedback.

8 Design of the Differential Subsets
The average overhead of differential coding with dynamic resetting highly depends on the appropriate design of the codeword subsets. Suppose 
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is the codeword at time 
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as the optimum codeword at time 
[image: image40.wmf]n

 among the M codewords of the codebook C. Differential encoding is possible if 
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. Otherwise, the encoder must be reset. The optimum codeword subset is defined as follows:
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The optimum codeword subset minimizes the probability of encoder resetting and hence optimizes the encoding overhead.
Let 
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 denote that probability of having 
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as the current codeword while 
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is the previous codeword. Obviously, 
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 depends on the fading channel profile (for frequency directed differential encoding) or Doppler frequency (for time directed differential encoding). According to definition, S  contains L indices corresponding to first L-1 maximum values of 
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 maximum points of the pdf function 
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. Note that due to dynamic resetting the codeword subset contains 
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 codewords. The all-zero index is used as the resetting flag.
The conditional probability of dynamic resetting is described as,
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if the codebook is  uniform, we can assume 
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9 Average Overhead of Differential Coding with Dynamic Resetting

Average overhead of differential encoder with dynamic resetting is defines based on the following parameters and assumptions:
· Number of bits required to encode first codeword: 
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· Number of bits required to encode a codeword with differential encoding: 
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· Number of bits required to encode a codeword with resetting: 
[image: image59.wmf]m

l

+


· Probability of resetting: 
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The average overhead over 
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 codewords is explained as follows:
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After some manipulations:
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As the above equation shows, the overhead of differential encoding with dynamic resetting is close to traditional differential encoding, if probability of resetting is small enough. Table 1 summarizes the comparison of several encoding schemes.
Table 1: Comparison of encoding schemes
	Encoding type
	Regular
	Differential encoding without dynamic resetting
	Differential encoding with dynamic resetting

	Overhead (bits/codeword)
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	BLER Performance
	
	worse than regular encoding
	same as regular encoding


10  Application of Differential Encoding with Dynamic Resetting in LTE Standard
According to Table 7.2.1-1 [1], multiple PMIs are reported for the whole bandwidth in an aperiodic fashion through PUSCH (mode 1-2). One PMI is reported per subband. The subband size is determined according to Table 7.2.1-2 [1]. For example, if bandwidth is 10 MHz, the subband size is 6 RBs ~ 1 MHz.
Differential encoding can be applied in this case in the frequency direction especially in low dispersive channels like PA. The encoding procedure is described as follows:
· UE selects the best codeword for each subband based on arbitrary criterion
· The codewords are differentially encoded with dynamic resting

· The codewords are encoded with regular encoding

· The encoding scheme with smaller bit sequence length is selected

· A one-bit flag is set to distinguish between two different encoding sachems.

· The one-bit flag and encoded sequence is sent to the NB

· NB reads the one-bit flag to find the encoding scheme

· NB decodes the encoded sequence according to the encoding scheme

Application of differential coding in the time direction is FFS.

11  Simulation Results

Figure one shows BLER performance of a 1-layer closed-loop system with 6 LVRB. The MCS is 16-QAMx1/2 and channel estimation is ideal. The channel is PA 3 km/h as a low dispersive channel. Antennas are uncorrelated. The whole bandwidth of the system is 10 MHz.
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Figure 1: Closed-loop MIMO in PA 3 km/h. effect of subband size and codebook size.

According to Figure 1, performance of the system is not sensitive to subband size when channel is low dispersive. However, if codebook size increases from M=16 to 64, about 0.7 dB improvement can achieve.
The simulation has been done to find the conditional pdfs and probability of reset for PA channel with both M=16 (LTE codebook) and 64 (Grassmannian codebook). The average overhead is calculated as a function of subset size (L). 
Table 2: Feedback schemes for PA channel.

	Bits per RB
	Codebook size (M)
	Sub-channel size (RBs)
	Number of diff. bits (l)

	0.4422
	16
	6
	1

	0.5325
	16
	6
	2

	0.5903
	16
	6
	3

	0.6667
	16
	6
	  LTE 10 MHz

	0.7040
	64
	6
	1

	0.7776
	64
	6
	4

	0.7784
	64
	6
	2

	0.8043
	64
	6
	3

	1.0000
	64
	6
	


The following results can be extracted form Table 2.
Table 3: Solution for LTE in PA channel
	Performance requirement
	Overhead requirement
	Solution (Codebook size/subband size/Number of diff. bits)
	Bits/RB
	Overhead change
	Performance change (dB)

	LTE 10 MHz
	LTE 10 MHz
	16/6
	0.6667
	0.00%
	0.00

	same as LET
	minimum
	16/6/1
	0.4422
	-33.67%
	0.00

	better than LTE
	minimum
	64/6/1
	0.7040
	5.60%
	0.70


According to Table 3, to keep the current performance of LTE but with lower overhead, differential encoding with dynamic resetting can be used to decrease overhead by 33.67%.  Each subset contains only one codeword. In this special case, if codeword of the current subband is the same as the previous one, only one bit is sent otherwise the encoder is rest and regular 4 encoded bits are sent along with the one-bit resetting flag. 
To improve performance, codebook size can be increase to 64. The performance is improved by 0.7 dB at the expense of only 5.6% increasing of overhead with respect o the current LTE design for 10 MHz bandwidth. Note that, if regular encoding is used for codebook size 64, the overhead increasing is 50% compared with codebook size 16.
12  Summary
In this contribution, we proposed differential encoding for PMI report. The features of the scheme are as follows:
· Differential encoding with dynamic resetting
· Same performance as regular encoding
· Lower overhead 
· No error propagation if differential encoding applied in frequency direction only

· Can improve performance  with minor overhead increment

· Better performance with smaller subband size (shows benefit in dispersive channels)

· Better performance with larger codebook size

13  Appendix

Figure 2 and 3 show conditional pdf 
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 for M=16 and 64 in PA channel. The subband size is 6 RBs. Note that the pdf is sorted in ascending order. According to these figures, the current codeword is repeated with more than 50% probability in the next subband. 
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Figure 2: Conditional distribution of codewords for M=16.
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Figure 3: Conditional distribution of codewords for M=64.
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