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1. Introduction
In [1], we begun an initial discussion about different approaches to Coordinated Multi Point transmission/reception (CoMP) and the corresponding potential impact on the LTE radio-interface specifications. In this paper we continue this discussion. The aim is to outline the different higher-level alternatives that can be adopted in terms of CoMP in the context of the LTE evolution towards LTE-Advanced.
In the appendix we also provide a very initial performance assessment of downlink and uplink CoMP.

2. Discussion 

2.1. Uplink CoMP
Uplink CoMP implies a possibility for joint processing of signals being received at multiple, geographically separated points. In general, a UE does not need to be aware of at what network nodes its transmission is being received and what processing is carried out on the corresponding received signals, either at these nodes or, alternatively, at a central node. What a UE needs to know is how any downlink signaling associated with uplink transmission (scheduling grants, HARQ acknowledgements, and/or power-control commands) is being provided. However, in a CoMP-based deployment, the corresponding downlink transmission can simply take place from the serving cell, in the same way as for LTE release 8. Thus our current understanding is that uplink CoMP can be introduced without any impact on the LTE radio-interface specification.
What may be considered though is if uplink CoMP would benefit from the availability of a larger set of orthogonal uplink demodulation reference signals (currently limited to 8 reference signals in case of dynamic ”cyclic-shift” assignment). 
2.2. Downlink CoMP
In [1], we outlined three basic approaches to downlink CoMP
Approach A

Approach A assumes no CoMP-specific uplink reporting of downlink channel characteristics, nor any downlink signaling indicating the exact processing applied to the downlink data transmission (antenna port 5 used for downlink transmission). Thus, approach A implies no impact on the LTE radio-access specification. 

In case of approach A, any CoMP processing at the network side can only take DL/UL-reciprocal channel characteristics into account. In case of FDD, only average channel characteristics can thus be taken into account in the CoMP processing while, in case of TDD, more rapidly channel characteristics, including multipath fading, may potentially be possible to take into account.
If spatial multiplexing should be supported as part of downlink CoMP, there would, with approach A, be a need to extend transmission using antenna port 5 to support also spatial multiplexing.
Approach B

Approach B assumes CoMP-specific uplink reporting of downlink channel characteristics. Thus, per definition the coordinated transmission points are antenna ports. However, similar to Approach A, Approach B assumes no downlink signaling indicating the exact processing applied to the downlink data transmission, i.e. downlink data transmission is also for approach B assumed to be carried out from antenna port 5, possibly extended to support spatial multiplexing.
Approach C

Similar to Approach B, Approach C assumes CoMP-specific uplink reporting of downlink channel characteristics. Furthermore, Approach C assumes explicit signaling of the processing applied to the downlink data transmission, implying that downlink data transmission can be from cell-specific antenna ports. 
As was stated in [1], we see approach A, having no impact on the radio-interface specification, as the baseline approach. Furthermore, in between approach B and C we prefer approach B as it is more flexible and associated with less overhead. 
2.3. What is being coordinated?

For downlink CoMP approach B and approach C, the network points, the transmissions from which is to be coordinated, should be detectable and measurable to the UEs. Thus they are per definition antenna ports. One can consider two cases:
· Approach 1
CoMP transmission is only carried out between antenna ports within one cell. In practice, this would imply that the current LTE multi-antenna-port structure, including the support for up to four different cell-specific reference signals, corresponding to up to four antenna ports within a cell, would need to be extended to more than four antenna ports

· Approach 2
CoMP transmission can also be carried out between antenna ports corresponding to different cells.

In case of downlink CoMP approach B (see Section 2.2), the only difference between Approach 1 and Approach 2 is that, in case of Approach 2, the UE may need to measure and report the instantaneous channel conditions for antenna ports corresponding to different cells. From a downlink transmission point-of-view, there would be no difference between Approach 1 and Approach 2 as, with Approach B, the downlink transmission is anyway from antenna port 5 which is, in some sense, cell-independent.
We believe that, especially from a backwards-compatibility point-of-view, Approach 2 is preferred.

· Approach 1 would imply the need for additional cell-specific reference signals corresponding to additional antenna ports. These reference signals would need to be transparent to LTE release 8 UEs

· In case of Approach 1, the SCH, BCH, and the L1/L2 control signaling would still need to be transmitted from only four antenna ports. This could lead to a coverage issue for these channels

Thus it is proposed that, if downlink CoMP (beyond Approach A) is to be introduced as part of the LTE evolution towards LTE-Advanced, it would include the possibility for coordination between the transmissions from antenna ports corresponding to different cells. 

3. Summary
3.1. Uplink CoMP

Out current understanding is that uplink CoMP can be introduced without any impact on the LTE radio-interface specification. 
3.2. Downlink CoMP

We have repeated the three approaches to downlink CoMP that was outlined already in [1]
	
	Approach A
	Approach B
	Approach 

	Detectability/measurability
	No
	Yes
	Yes

	Downlink signaling of coordination
	No
	No 
	Yes

	Impact on RI spec.
	None
	UE reporting
	UE reporting and downlink signaling


In between Approach B and Approach C, we believe that Approach B is the preferred alternative.
On the issue of coordination only between (a potentially large number of) antenna ports within a cell vs. the possibility for coordination also between antenna ports of different cells, we believe that the later is preferred.
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Appendix A Initial performance assessment of CoMP TX and RX

This appendix provides some very initial performance assessment of downlink and uplink CoMP. It should be noted that the evaluations are done based on relatively ideal assumptions. The assessment should thus be seen as an indication of the potential of CoMP as a technology component of LTE-Advanced, 
A.1
Evaluated CoMP Concepts

The number of sites coordinated by one eNodeB is set to 7 or 19 (UL only), and the area over which transmissions are coordinated by one eNodeB is referred to as a ‘CoMP cell’. Different CoMP cells act independently from each other; coordination is only done between sites within a CoMP cell. 

For downlink transmissions, a linear zero-forcing-like beam forming scheme is used. This concept can be classified as belonging to approach B as described above. The terminals provide channel-status feedback to the network for all downlink channels visible to a particular terminal while the receiver processing remains the same as for single-point transmission. As the performance of CoMP systems on the downlink is heavily dependent on accurate channel estimates available at the coordinating eNodeB, different levels of channel estimation accuracy at the eNodeB are studied. 

Uplink transmissions are scheduled independently between terminals and receiver processing in the form of interference suppression and cancellation is used. 

A.2
Models and Assumptions 

To assess the potential of some of the LTE-Advanced technologies, simple system level performance evaluations have been carried out. Models and assumptions, of which a subset is listed in Table 1, are aligned with 3GPP simulation case 1 and  3 (an ISD of 1000m is assumed) [2], including use of the Spatial Channel Model (SCM). A series of snapshot simulations have been used. In each iteration of the simulation, terminals are randomly positioned in the system area, and the radio channel between each base station and terminal antenna pair is calculated according to the propagation and fading models. To study different levels of system load, terminals are randomly selected to be transmitting (or receiving) with an activity factor f ranging from 10% to 100%. In active cells transmitting (or receiving) users are selected independently of channel quality. 

For the downlink, the transmission weights are computed based on estimated channel values that are generated by adding a random error to the actual channel values. The channel estimation error for each channel is assumed to be zero-mean complex Gaussian with variance Q0, where Q0 is used to vary the channel estimation accuracy. Based on the transmit weights, the channel realizations, and the active interferers, a signal-to-interference and noise ratio (SINR) is calculated for each link assuming an MMSE receive model. Next, an effective SNR is calculated per downlink resource block.

For the uplink, based on the channel realizations, the active interferers, and a simple model for a successive interference canceling receiver with MMSE, an SINR is calculated for each link. Finally, an effective SNR is calculated per uplink resource block.   

The effective SNRs in uplink and downlink are mapped to active radio link data rates Ru for each active user u using the mutual information model of [3]. Note that Ru is the data rate that user u gets when scheduled. Active base stations and users differ between iterations, and statistics are collected over a large number of iterations. For each activity factor, the served traffic per cell T(f) is calculated as the sum of the active radio link data rates for the active users
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where U(f) is the total number of active users for activity factor f, and. Ncell is the total number of cells in the system (21 or 57 times the number of CoMP cells). This assumes that user are scheduled an equal amount of time. The mean and the 10th percentile of the active radio link bitrate are used as measures of average and cell-edge user quality respectively. Note that as the activity factor increases, individual user data rates decrease because of increased interference and thereby decreased SINR. The served traffic however increases as the number of active users increase.

A.3
Numerical Results

Table 1. Models and Assumptions

	Traffic Models

	User distribution
	Uniform

	Data generation
	On-off with activity factor f; 10, 25, 50, 100%

	Radio Network Models

	Distance attenuation
	L = 35.3+37.6∙log(d), d = distance in meters

	Shadow fading
	Log-normal, 8 dB standard deviation

	Multipath fading
	SCM, suburban macro

	Cell layout
	Hexagonal grid, 3-sector sites

	Inter-site Distance
	1000m

	System Models

	Spectrum allocation
	5MHz bandwidth at 2GHz

	BS antenna 
	Max gain 15dBi, horizontal diagram only, no tilt

	Modulation and coding
	QPSK & 16QAM, 3GPP turbo codes

	Overhead
	28% for reference signals and L1/L2 control channels (10 symbols per TTI for data)

	UE antennas
	2 per UE with half-wavelength spacing 

	Network antennas 
	2 per cell  with 10-wavelength spacing 


Figure 1 and Figure 2 show the resulting cell-edge and average active radio link bitrate (R) as a function of the served traffic per cell (T) for the downlink. It is seen that the CoMP system yields significant performance gains. The loss due to using erroneous channel values at the transmitter is evident, but a majority of the gain remains. 

Figure 3 and Figure 4 show the resulting cell-edge and average active radio link bit rate (R) as a function of the served traffic per cell (T) for the uplink. It is seen that the CoMP system yields significant performance gains, and the gains are larger for the system with more coordinated cells. Recall that the transmitted signals in uplink CoMP are generated independently of the channel realizations; hence, from a coordination perspective there is no need to consider channel estimation errors at the transmitter for the uplink.  

A.3
Summary 

The presented results are indeed very promising. Note however that several ideal assumption have been made that are challenging to solve, foremost including feedback of estimates of downlink channels (encoding and transmitting with low latency), and the channel estimation accuracy that can be achieved.
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Figure 1. Downlink mean user bitrate as a function of traffic load 
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Figure 2. Downlink cell-edge (10th percentile) user bitrate as a function of traffic load 


[image: image4.emf]0 0.5 1 1.5 2 2.5 3 3.5

0

1

2

3

4

5

6

7

Served Traffic [bps/Hz/cell] 

Mean User Bitrate [bps/Hz] 

Uplink

Conventional System

MMSE-SIC ; 7 sites/COMP cell

MMSE-SIC ; 19 sites/COMP cell

 


Figure 3. Uplink mean user bitrate as a function of traffic load 
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Figure 4. Uplink cell-edge (10th percentile) user bitrate as a function of traffic load 
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