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Introduction
At RAN#39, a study item was opened on Dual-Cell HSDPA (DC HSDPA)[1]. Preliminary system simulation results were presented in [1] and [3] during RAN WG1 #52bis in April, 2008. As part of the study item, system simulation assumptions were agreed upon in [4]. During RAN WG1 #53, new system simulations results were presented by various sources showing similar gains in both full buffer throughputs and burst rates with bursty traffic ([5]

 REF _Ref197997955 \r \h 
[6]

 REF _Ref197997958 \r \h 
[7]). This document is intended to be a summary of the gains from DC HSDPA observed in system simulations. 
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5
Performance evaluation
5.1
Outline of performance evaluation methodology
5.1.1
Simulation procedure
5.1.2
Performance evaluation scenarios

5.1.3
Simulation assumptions

5.1.4
Evaluation metrics
5.2
Performance evaluation results
The following example explains this terminology. Consider the case when we have “8 users per sector”. By this, we mean that there are 8 users in 10 MHz.  When we consider balanced load between carriers, we will compare performance when 4 of the users are on each cell (5 MHz) with the performance when all 8 users are capable of receiving data on both cells (10 MHz). We refer to the former as “2x-single cell” (2x-SC HSDPA) case and the latter as the “dual cell” (DC-HSDPA) case. Note that in the 2x-SC HSDPA case, the load is balanced across carriers.

5.2.1
Simulation results and analysis provided by Source 1 [5]
5.2.1.1
Choice of parameter values

In this subsection, the choice of optional parameter values in Section 5.1.3 is listed in the table below. 

	Parameters
	Comments

	Channel Model
	PA3

	UE Receiver Type
	Type 3 (LMMSE with RxD)

	HS-DSCH Power
	Maximum Power = 70% of Node B transmit power

HS-SCCH power decided by a 1% HS-SCCH BLER

HS-DSCH power margin driven by an outer loop (10% BLER after 1st Tx, Max 4 HARQ Transmissions)

	Other Sector Transmit Power
	OCNS = 1 (all other sectors always transmit at full power)

	Fading Across Carriers
	Uncorrelated

	Channel Estimation
	Realistic


5.2.1.2
Gains with full buffer traffic under balanced load

Figure 1 shows the improvement of average user throughput due to dual cell HSDPA as a function of sector throughput. For both 2xSC and DC-HSDPA, we compare the average user throughputs at the same number of users per sector. As we can see, the dual cell gain is more pronounced at low loads. This is because multi-user diversity gain is larger in DC-HSDPA as there are more users to choose from at each scheduling instance. As the load increases, the gains from multi-user diversity and joint scheduling decrease. At 2 users per sector, the gain is around 25%. At 32 users per sector, it is around 7%.


[image: image2]
Figure 1   Average user throughput as a function of sector throughput. 
Figure 2 shows the CDF of user throughputs for 16 users per sector. We see that the percentage gain for low geometry users is higher than that for high geometry users. Figure 2 shows the CDF of normalized user throughput (fairness curves). We can see that DC HSDPA is fairer than 2xSC-HSDPA.
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Figure 2, 3: User throughput CDF and fairness curve (16 users per sector)

This behaviour can be seen more clearly when we plot user throughput gains as a function of “user percentile”. Essentially, from the CDF of user throughput, we identify the 10%, 20%, …, 90%-ile throughputs from both the 2x-SC and DC-HSDPA curves and compare them.
Figure 4 shows us the user throughput gains as a function of user percentile. At low percentiles (analogous to low geometries), the gains are higher than at high percentiles (high geometries). This is because low geometry users see a higher variation in their proportional fair metric (see Appendix of [1]). Higher geometry users will see a lower variation of this metric, given that they are in more likely to be in the non-linear region of the Shannon curve.
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Figure 4. User throughput gains of DC-HSDPA over 2xSC-HSDPA as a function of user percentile

Figure 5 shows the gain in sector throughput as a function of number of users per sector. Again, as we can see, DC-HSDPA gain is more pronounced at low loads. At 2 users per sector, the gain in sector throughput is 25%. At 32 users per sector, it is 7%.
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Figure 5 Capacity gain from DC HSDPA over 2xSC-HSDPA
5.2.1.3
DC HSDPA gains with bursty traffic

As seen above, compared with two single carriers each with N users, DC HSDPA with 2*N users results in a small gain in terms of sector capacity with full buffer traffic data. However, with bursty traffic, DC HSDPA provides a significant gain in terms of latency reduction. A more intuitive performance metric is the ‘burst rate’ [4] defined as the ratio between burst size and the time taken to transfer the burst over the air interface from the time it arrives at Node B. The gain can be seen from queuing analysis and system simulations. 

5.2.1.4

Queuing analysis of DC HSDPA latency reduction and burst rate increase

The following analysis was presented in [3]. 

Let’s assume a M/G/1 queuing system. The service rate can be random with any distribution. The arrival process is assumed to be memoryless[4], namely, the inter-arrival times are exponentially distributed. This model captures many features in the bursty traffic services in the HSDPA systems. 

For one single carrier, let’s denote the arrival rate is  and departure rate is When we have two carriers and twice the number of users, namely, i.e., the same number of users per cell (per sector per carrier), we have another M/G/1 system with arrival rate 2 and service rate 2. It is obvious that the actual service time of each burst is reduced by half in the alternative system. Therefore, to quantify the gain in the burst rate, we need to find the waiting time, which in turn depends on the queue length. If we compress the time resolution to half in the new M/G/1 system with 2 and 2, the queue length dynamic is exactly the same as in the original M/G/1 system with  and . Therefore, the average queue length remains the same but the average waiting time is cut in half. 

The same conclusion can be seen from the Kleinrock-Khinchin formula for M/G/1 queue[8]. The total time for a data burst in the system is 
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is the second moment of the service time. As we can see, when both  and  doubled, [image: image9.wmf]2
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is reduced to a quarter of its value and the total time in system is reduced by half. 
5.2.1.5

Simulation results with bursty traffic

In [3], we had provided analysis and simulation results for burst rates for 2x-SC and DC HSDPA assuming a fixed burst size. In this document, we provide burst rate curves for the traffic model where the burst size follows a truncated log-normal distribution. Figure 6 shows the distribution of burst sizes.

[image: image10.jpg]CDF

LE]

08

07

08

05

04

03

02

01

CDF of Burst Size

3 8 10 12 14

Burst Size (bytes) it




Figure 6   Burst Size CDF

Figure 7 shows the CDF of burst rates for the 8 users per sector. Note that there are 8 users in 10 MHz for both 2xSC and DC-HSDPA. We see that there is a ~2x improvement in the burst rates with dual cell HSDPA compared to 2xSC-HSDPA. 
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Figure 7  Burst Rate CDF for 8 users per sector. The blue curve refers to the case when 4 of the users are on each cell (2xSC-HSDPA) while the red curve refers to the case when all 8 users are dual cell capable (DC HSDPA).

Figure 8 shows the number of users that can be supported as a function of the average burst rate per user. As the load increases, we see that the gains from DC HSDPA start to fall, as the queue length begins to increase and begins to resemble full-buffer. Note that the number of users per sector is proportional to the load seen by the scheduler. Please note that other cell powers are set to maximum, so partial loading effects are not seen in Figure 8. If partial loading is explicitly simulated, the burst rates will be much higher.
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Figure 8 Burst rate performance with OCNS=1.

Figure 9 compares the sector throughput at the application layer for DC HSDPA with 2xSC-HSDPA. The application layer throughput is smaller than the physical layer throughput. Since we do not model TCP, the difference between the physical and application layer throughputs is only the header overhead. Relative Comparison between 2xSC-HSDPA and DC-HSDPA is independent of the overhead.

Read in conjunction with Figure 8, we see that while the burst rates have doubled, the sector throughput is the same for both. In other words, the burst is served faster in DC-HSDPA and therefore, there is more idle time in DC-HSDPA than in the 2x-SC HSDPA. As the number of users per sector increases beyond 64, the sector throughput curves will saturate.
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Figure 9  Sector throughput as a function of users per sector

In summary, the simulations show: 

· For a given burst rate, DC HSDPA can support more than twice the number of users compared to 2x-single cell HSDPA at low loads. For instance, at a burst rate of 3.5 Mbps, the number of users supportable with DC HSDPA is more than twice the number that can be supported through 2xSC HSDPA.

· At low to medium loads, for a given number of users, DC HSDPA can provide a doubling of the burst rate compared to 2xSC-HSDPA.
5.2.2
Simulation results provided by Source 2 [6]
5.2.2.1
Choice of parameter values

In this subsection, the choice of optional parameter values in Section Error! Reference source not found. is listed in the table below. 

	Parameters
	Comments

	Channel Model
	PA3

	UE Receiver Type
	Type 2 (LMMSE without RxD), Type 3 (LMMSE with RxD)

	HS-DSCH Power
	Maximum Power = 70% of Node B transmit power

HS-SCCH power decided by a 1% HS-SCCH BLER

HS-DSCH power margin driven by an outer loop (10% BLER after 1st Tx, Max 4 HARQ Transmissions)

	Other Sector Transmit Power
	OCNS = 0 (multicell simulation with active users in each cell where the interference level is a consequence of the current situation in the other sectors)

	Fading Across Carriers
	Correlated

	Channel Estimation
	CQI estimation error of 1 dB


5.2.2.2
Simulation results for “Bursty traffic”

If a user is downloading traffic burst 1 and burst 2 arrives before burst 1 is finished there are several ways of dealing with this situation. In this investigation we start the download of burst 2 as soon as it arrives. Burst 1 and 2 will share the available resource until burst 1 (or 2) is finished.
As a consequence of the traffic model there is a straightforward mapping between the number of users in a sector and the offered load in bits/s/sector. Each user contributes with 200kbit/s to the offered load. We use the offered load on the axes instead of number of users since it makes the result a bit more general. Note that in some cases results will depend on the simulation time, e.g. for an unstable system. In these results a 57 sector system was simulated for 5 minutes.

The recommended load of 64 users per cell can not be handled by the system in any of the investigated scenarios. Where a really high load was interesting a load of 50 users (10 Mbit/s/sector) was used instead.
The results are shown in Figure 10 through Figure 13.

Figure 10 shows that for all load levels, DC-HSDPA gives roughly twice as high average user throughput as two single carriers with the corresponding receiver structure. This is a consequence of the better low load properties of DC-HSDPA compared to two single carriers. It is much more unlikely that there is a build-up of files in a sector when DC-HSDPA is used, which leads to higher performance also for the higher loads.

When we study the 10 and 90 percentiles in Figure 11 and Figure 12 we realize that this performance increase is valid for all users in the system.

A system can be said to be stable when the output of the system is equal to the input. If we plot the transmitted bits and the bits that arrived to the system as a function of the average number of users as in Figure 13, we get a clue whether a certain scenario results in stable operation. From this graph we can guess that a load of 32 users per sector (6.4 Mbit/s in offered load) is too much for systems without Rx diversity to handle.
[image: image14.wmf]
Figure 10: User throughput vs sector throughput for Bursty traffic

[image: image15.wmf]
Figure 11: 10 percentile user throughput vs sector throughput for Bursty traffic

[image: image16.wmf]
Figure 12: 90 percentile user throughput vs sector throughput for Bursty traffic

[image: image17.wmf]
Figure 13: Transmitted bit vs offered bits for Bursty traffic

5.2.2.3
Simulation results for “Full buffer traffic and balanced load between two carriers”

If there is an even number of users in a sector, 2*n where n = 0, 1, 2, 3 …., each carrier will have exactly n users. In a situation where the number of users in the sector is odd, 2*n +1 where n = 0, 1, 2, 3 …., one randomly selected carrier will have n+1 users and the other one will have n users.

The following average numbers of users have been simulated: 0.25, 0.5, 1, 2, 4, 8, 16, 32.

The results are shown in Figure 14 through Figure 19.

We see that there is large difference in both average user and sector throughput depending on the receiver type. Receiver type 3 gives ~30% higher system capacity than type 2. At low number of users the DC-HSDPA solution clearly outperforms the corresponding double single carrier solution.

In Figure 17, Figure 18 and Figure 19, the 10/50/90 percentile user throughput for the different scenarios is normalized with the 10/50/90 percentile user throughput of double single carriers with receiver type 2.

[image: image18.wmf]
Figure 14: User throughput vs sector throughput for Full buffer traffic

[image: image19.wmf]
Figure 15: Average user throughput vs average number of users per sector for Full buffer traffic

[image: image20.wmf]
Figure 16: Average sector throughput vs average number of users per sector for Full buffer traffic

[image: image21.wmf]
Figure 17: 10 percentile throughput gain vs average number of users per sector for Full buffer traffic

[image: image22.wmf]
Figure 18: 50 percentile throughput gain vs average number of users per sector for Full buffer traffic

[image: image23.wmf]
Figure 19: 90 percentile throughput gain vs average number of users per sector for Full buffer traffic

5.2.3
Simulation results provided by Source 3 [7]
System simulation results in Pedestrian A channel are shown in Figure 20 and Figure 21 assuming fairness factors 0.1 and 0.001, respectively. Actually first fairness factor is such that scheduling is pretty close to round robin. Results are shown both with and without receiver diversity. As can be seen in the results in Figure 21 receiver diversity reduces gain due to multicarrier somewhat. In this case also sector throughput seems to be higher for 2xSC with receiver diversity than for multicarrier withour receiver diversity except the case where there is only one user per sector. Multicarrier gain reduces as number of users per sector increases. Highest gain of roughly 100% is achieved in a special case when there is only one user per sector since in that case multicarrier user can utilize both carriers all the time.

Parameters used in simulation are presented in detail in Annex A (Section 0) and are compliant with the scenario agreement in [4]. Full buffer traffic is used in all simulations.
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Figure 20 Average sector throughput in case of fairness factor 0.1
[image: image25.emf]PA3, 1000m, 3 sectors, Proportional fair, Full buffer, FF=0.001
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Figure 21 Average sector throughput in case of fairness factor 0.001
5.2.3.1
Annex A in [7]
Table 1 System simulation parameters
	Parameter 
	Value

	Cellular system 
	WCDMA – HSDPA

	Carrier bandwidth 
	5 MHz

	Number of carriers 
	2

	Carrier 1 frequency 
	2150 MHz

	Carrier 2 frequency 
	2155 MHz

	Sectors per cell 
	3

	Site-to-site distance 
	1000 m

	Minimum BS and MS separation 
	35 m

	HS-PDSCH transmit power 
	75 %

	CPICH transmit power 
	10 %

	Thermal noise 
	-99 dBm

	BS total transmit power 
	43 dBm

	Propagation model 
	16 + 37.6 log10(d[m])

	Correlation between sites 
	0.5

	Correlation between sectors 
	1.0

	Standard deviation of slow fading 
	8 dB

	Mobile speed 
	3 km/h

	Mobile receiver type 
	LMMSE chip equalizer

	ITU channels 
	Extended Ped A

	Number of multicodes 
	15 (variable)

	CQI set 
	0.5 QPSK, 0.75 QPSK, 0.5 16QAM, 0.75 16QAM

	AMC feedback delay 
	3 TTIs

	AMC packet-error-rate target 
	50 %

	Fast HARQ scheme 
	Chase combining

	HARQ processes 
	6

	HARQ transmissions 
	4

	Packet scheduler 
	proportional fair

	Traffic model 
	Full buffer


5.2.4
Discussion on the difference in the simulations results

In the full buffer results, the user and sector throughput provided by different sources are fairly close in comparable cases. The reasons for the minor difference include the following: different models on receiver performance; difference in the scheduler including the fairness criteria, channel sensitivity, assumptions on the channel fading correlations between the carriers and whether multiple users can be scheduled for the same TTI. For example, all the Sources use Proportional Fair (PF) scheduler. But an extra parameter of ‘fairness factor’ is used by Source 3.  Longer time constant in the PF-Scheduler is used by Source 1 (2250 slots, or 1.5 seconds) than Source 2 (192 slots) and therefore higher multi-user diversity seen in results by Source 1.   

In the results with bursty traffic, the burst rates reported by Source 2 are higher than those by Source 1 for the comparable cases although the results converge with a large number of users. The main reason, apart from listed above, is the interference from the non-central sectors. In the simulations provided by Source 1, N users (N=1,2,4,8,16,32,64) are dropped uniformly to the central sector. All the other sectors are assuming to transmit with full power all the time according to the assumption of OCNS=1 [4]. The reported results are the average performance over multiple drops. In the simulation provided by Source 2, 57*N users are dropped uniformly to the entire 57-sector system. The transmit power in the non-central sector is explicitly simulated. Therefore, with small to medium number of users per sector, the data rates seen by Source 2 will be higher since non-central sectors are not always transmitting with full power. When the number of users becomes large, the difference between the two simulations shrinks. 
Considering all the simulation results provided by various sources, the following common trends can be observed: 

· For full buffer traffic: 

· DC HSDPA results in user throughput and sector throughput gains. Such gains are more significant with small number of users per sector and decrease with number of users. 

· Low geometry users gain more in terms of throughput than high geometry users. 

· For bursty traffic: 

· DC HSDPA results in a doubling of burst rates with low to medium loads, even after normalizing the number of users per 5 MHz. 

· At low to medium loads, for a given burst rate, DC HSDPA can support more than twice the number of users when compared to 2xSC-HSDPA.

· Such gain decreases when the load is so high that the queues of users in bad geometry start to build up. 

_____________End of text changes to Section 5 of TR 25.825 _________________
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