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1 Introduction
In the past two 3GPP RAN1 meetings (Sevilla and Sorrento meetings), CQI, PMI and RI feedback have been extensively discussed and lots of progresses have been made. For CL-MIMO, different feedback combinations of CQI and PMI are defined and agreed upon ‎[1]. Among the different PMI feedback configurations, the best-M and eNB configured PMI feedback would require to feedback one wideband PMI and individual PMI either for the selected sub-band or for each sub-band. As each PMI feedback would need 4-bit for 4-tx system, the total PMI feedback overhead could be quite high. 

To reduce such PMI overhead while maintain the CL-MIMO performance motivate some companies to exploit some PMI feedback compression and reduction solution. Some of such proposals can be traced back to quite a while ago ‎[2]-‎[4] while the latest one is seen at Sorrento meeting ‎[5].  The fundamental principle behind these solutions is quite similar, namely, to exploit some kind of differential PMI feedback. 
This contribution reiterates the differential PMI feedback proposal originally proposed in ‎[3] or earlier, which can be used to improve the performance of a closed-loop system while maintaining a reasonable feedback overhead. 
2 Codebook Closed-Loop Systems
In a MIMO system with M transmit and N receive antennas, the channel coefficient matrix possesses some non-zero singular values up to the minimum number of transmit and receive antennas. For each non-zero singular value, there is a corresponding eigen-vector at the transmitter and one at the receiver side. 
· If the transmitter uses one of the eigen-vectors as the pre-coding vector and receiver uses the corresponding eigen-vector to combine the signals from different receive antennas, the equivalent channel performs like a SISO system with the channel quality of the square of the corresponding singular value. 
· Since the eigen-vectors at each side are orthogonal, the channel can be transformed to a set of K parallel SISO channels, where K is up to the number of non-zero singular values. In such a system, a pre-coding matrix is an isometry (sub-unitary) matrix with its columns consisting of the channel eigen-vectors corresponding to the K largest non-zero singular values. 
· The number of these vectors is determined by the number of parallel layers transmitting over the channel. Using a closed loop scheme helps to de-correlate the channel and make decoding easier in the receiver.
· Precoding can improve the throughput and reliability by:

· Power loading: allocating different levels of transmitted power to different layers

· Bit loading: allocating different levels of coding rate and modulation sets to different layers

· Avoiding power loss transmitted over the null-space

· More efficient decoder due to lowering cross-talk between different layers

When power-loading or bit-loading is not an option, the main gain of a closed loop system is to avoid the null-space (the subspace corresponding to zero singular values) of the channel. For example, in a system of four transmit and two receive antennas, two of four singular values are zero. Avoiding the transmission over the null-space means a potential 3 dB gain over the open-loop system.

A pre-coding codebook consists of a set of isometry matrices which are uniformly distributed over the space of isometry matrices. UEs estimate the channel coefficient matrix and select the best codeword from the codebook. One criterion to select a codeword is the capacity of the equivalent channel after using the pre-coding matrix. An alternative criterion can be the codeword which maximizes the received power.

3 Differential Pre-coding Codebook
In a closed loop MIMO/OFDM system, different data tones allocated to each UE are usually adjacent in time and frequency. 
· Data tones, which are closer to each other than coherence time and coherence bandwidth of the channel, experience statistically dependent channel matrices, and hence their optimum pre-coding matrices are close to each other. 
· Although the individual eigen-vectors may be subject to rapid changes with channel variations, when two or more non-zero singular values are close to each other, the sub-space span of the non-zero singular values and the null-space vary slowly with slight variations of the channel coefficients. 
· Once the pre-coding matrix for a data tone (or a bunch of adjacent data tones) is set: 
· One can search over a subset of pre-coding matrices for the adjacent tones (in time or frequency) to reduce the complexity and feedback overhead. 
· Alternatively, the differential code search can be performed over a codebook which is not uniformly distributed over the entire space but is concentrated around the previous codeword. 
Here is an example of generating a differential codebook from a one-layer codebook. 
· Assume 
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· The normalized inner product of 
[image: image4.wmf]i

c

 and 
[image: image5.wmf]j

c

 belonging to 
[image: image6.wmf]C

 is defined as 
[image: image7.wmf]j

H

i

j

i

c

c

c

c

>=

<

,

. The normalized inner product is used as a criterion (but not the only one) to show how each two codewords are correlated. For a multi-layer closed-loop transmission, the inner product is defined by 
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 is defined as a set of the first 
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 indexes of the codewords which have the highest correlation with 
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 bits of memory. A codebook is presented completely by the pair 
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To differentially encode a precoding matrix, consider 
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 as a sequence of codeword indexes selected from the codebook 
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 is the encoded signal transmitted over the feedback channel.

4 Benefits of Differential Encoding
4.1 Lowering feedback overhead and complexity
In a codebook closed loop system, the codebook search over each resource block (RB) can be performed over a subset of the codebook with elements close to the original codeword. This results in lower feedback overhead and computational complexity of the codebook search. For example, by using this method, only 2 or 3 bits are required to transmit information of the channel-offset index when each codeword is highly correlated with the other 3 or 7 neighbors among the codebook. The codebook may have 16 (or more) codewords, which require 4 bits (or more) to be represented.

4.2 Multiple pre-coding matrices per resource block and higher feedback update rate
Although adjacent data tones experience similar channel matrices, there is a slight difference in the channel matrices over a resource block. As a result, an optimum pre-coding matrix of a data tone is not optimum for the adjacent data tones. A wide feedback granularity compared to the channel coherence bandwidth results in performance degradation. Therefore, it is reasonable to have a higher frequency resolution in the feedback information. However, the feedback overhead is proportional to the resolution of pre-coders in time and frequency. Using a differential pre-coding codebook enables us to increase the pre-coding resolution in both time and frequency directions. 

· For example, a system with a 4-bit codebook per RB has the same feedback overhead as a 2-bit differential codebook extracted from the 4-bit codebook if we decrease the RB size by half. However, the latter system benefits from a higher feedback frequency resolution. 
· Alternatively, we can increase the feedback update rate by a factor of two with a 2-bit differential codebook instead of a 4-bit codebook. 
A differential codebook suffers from error propagation like any other differential method. A periodic codeword reset helps preventing feedback channel errors from propagation. Another way to protect the closed-loop system from feedback error is using beacon pilots. 

5 Conclusion 
The feedback overhead and complexity of a closed-loop codebook system increase with the size of the codebook. Since the channel variations in frequency are relatively slow, a differential codebook improves the performance of the system with a reasonable feedback overhead and complexity. The benefits of the proposed differential PMI feedback includes:
· Lowering the feedback overhead and the codebook search complexity with a given feedback granularity and update rate.
· Applicable to any types of codebooks to further enhance the performance or reduce the feedback overhead. 

· The error propagation can be mitigated if the differential PMI feedback is done along frequency direction only.   

Therefore, we believe that differential PMI feedback is worth further exploiting and being considered by LTE for current or future release. 
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