3GPP TSG RAN WG1 Meeting #53
R1-081858
Kansas City, MO, USA, 5 – 9 May, 2008

Agenda item:

7.1.2 
Source:
Nokia Siemens Networks, Nokia
Title:
ACK/NACK Bundling Details for LTE TDD 
Document for:

Discussion and Decision
1 Introduction
In [3] it was agreed that Uplink hybrid-ARQ acknowledgements in TDD can be transmitted in two ways:

· Single ACK/NAK feedback: 

· ACK/NAKs from one or several DL subframes are combined (“bundled” by performing AND of all A/N) to a single ACK/NAK report.
· The PUCCH formats already defined for LTE are reused (PUCCH Format 0 and 1).
· This scheme is supported by LTE TDD.
· Multiple ACK/NAK feedback:
· Individual ACK/NAKs from each of the DL subframes assigned are transmitted.
· The PUCCH format need to support multiple bits and can be based on e.g DFT-S-OFDM, modified CAZAC sequence with joint coding.
· The inclusion of this scheme (and the details) are FFS.
· UE specific or cell specific FSS.
For first option, it was broadly named as AN-bundling, so hereafter AN-bundling will be used throughout the contribution for single ACK/NACK feedback from one or several DL subframes. In the past meeting, different aspects regarding to the detailed design of AN-bundling was discussed in [4] [5] [6] [7] primarily focusing on the DL grant missing problem, it was agreed that “for each set of DL subframes, at least information about the number of DL subframes bundled within the set is exchanged between the eNodeB and the UE.”. 
In this contribution, we discuss all the different aspects related to AN-bundling in order to make a complete view on this complicated issue to facilitate the CR kind of decision making during this meeting week. In short, the AN-bundling related aspects including, DL grant missing, UL/DL grant size and balance, PUCCH AN resource dimension and indexing, and PUSCH AN resource dimension.
It has been decided that ACK/NACK bundling is needed in LTE TDD to ensure competiveness for the system with respect to user data rates in downlink direction. As for finding a good solution it is necessary to (1) find ways of communicating which and how many TTIs need be jointly acknowledged and (2) which physical resources the UE needs to use to send the ACK/NACK on the PUCCH. Both solutions must consider a large number of issues related to PDCCH reliability. 

2 DL scheduling for AN Bundling
One known problem of AN-Bundling is the DL grant missing, in which case UE may report an ACK though it should report NACK or DTX due to miss detected DL grant [8] and this results in unnecessary involvement of higher layer for retransmissions and causes large delay. With a target and practical error rate on the PDCCH of around 1-5% this problem becomes significant as the ACK/NACK bundle window increases.  For bundle windows of 3-4 subframes it is believed that such reliability starts to dominate the performance in a negative way. Agreement made in Shenzhen is that: For each set of DL subframes, at least information about the number of DL subframes bundled within the set is exchanged between the eNodeB and the UE. To our understanding there are two main benefits for the UE to know the number of allocated DL subframes (n) within the bundling window; namely

A) primarily to avoid DL grant miss problem and 
B) secondarily to decrease unnecessary retransmissions. 
To achieve target (A), it was proposed in [5] to explicitly or implicitly signal to the UE how many downlink subframes (n) are allocated for per DL bundling window by either higher layer (e.g. RRC) and lower layer signalling (L1/L2).
For implicit signalling, one example could be to define a few orthogonal position sets within one bundling window to transmit DL subframes to different UEs to avoid DTX to ACK errors resulting in UE mismatching position sets.  That is, to allow a UE to identify failed DL grants based on the number of received grants and their position.  Upon such an identification, the UE can decide what ACK/NACK feedback is appropriate, in such case DTX can be either signalled as NACK or explicitly signalled. For example of bundling window length 4 (i.e. 4DL:1UL or 8DL:2UL), 2 orthogonal position sets can be defined: subframe #{1, 3} and #{2, 4}, thus UE can identify missed DL grant by comparing the received DL grant position against the pre-defined orthogonal position set. The pros of implicit signalling is that NO extra signalling is required in existing LTE framework and DTX->ACK problem is solved. The drawback is that the scheduler flexibility may be limited i.e. for any UE only the subframes under same orthogonal position set can be allocated within the bundling window.
For explicit signalling via either higher layer (RRC) or lower layer (L1 or L2) signalling, L1 signaling is considerd in this discussion as higher layer signalling can be thought similar approach as semi-persistent scheduling though more scheduler flexibility can be obtained than semi-persistent scheduling because it does not limit the time/frequency position of DL subframes. 
To explicitly signal the number of allocated DL subframes (n) via L1, it is natural to consider to have such signalling conveyed by the PDCCH DL grant. Two alternatives are on the table: (1) ‘n’ being a counter to tell how many DL subframes have been allocated up to presence, it varies subframe by subframe i.e. by increasing 1; or (2) ‘n’ being a constant number within the bundling window, and it varies across bundling window. The pros of ‘n’ being a counter is that eNB can schedule “on the fly”, however, it is observed that alternative (1) does not solve the DTX->ACK problem by itself alone, additional cost needs to be paid in the system design e.g. by overbooking AN resources per each UE and rely on eNB to detect DTX. Addtionally, it is also observed that in case UE is transmitting AN together with CQI, SRI, and/or data, overbooking the AN resources does not help to solve the DTX->ACK problem, one has to either prohibit such joint transmission happens and/or transmit again more signalling in other parts to solve the DTX->ACK problem, and this means that in the end we need a 4-fold complex solution in order to solve the problem: (i) increase DL grant size; (ii) increase/overbook the PUCCH AN resources; (iii) put the limitation on eNB and UE implementation to prohibit joint AN+CQI/SRI transmission; (iv) increase UL grant size or transmit additional bits in PUSCH. Thus, this alternative looks quite unattractive to us. Our preference with explicit signalling would be (2), i.e. signal ‘n’ in the DL grant with a few bits:
· 2-bits signaling for ‘n’ can solve the problem of all UL/DL configuration except 8DL:1UL, ‘n’ is total number of scheduled DL subframes per bundling window (N). Note, though ‘n’ needs to be decided by scheduler at beginning of the bundling window, it does not mean the final scheduler decision w.r.t. the exact time/frequency position is decided at the same time. Instead, scheduler will only make very rough esitmiation on the max number of required DL subframes based on e.g. CQI updated at most once per 5ms, traffic/service/QoS type and buffer status from higher layer etc. at the beginning of bundling window, and will run the scheduler still per subframe basis to decide the exact time/frequency position to be allocated to each UE. 
· Note: If adding 2-bits signaling in DL grant is not acceptable, we can consider the joint coding with Resource Assignment to keep the grant size unchanged and perhaps independent from duplex mode, with very small scheduling flexibility lost in the extreme case.
· It is added into format 1 and 2. 
· DL grant (format 1/1A/1B/2) size is independent of UL/DL configuration (and it is only depending on the system bandwidth).
· As long as UE reads ‘n’ from a single PDCCH in the bundling window it will transmit correct ACK or NACK or DTX (if explicitly defined, otherwise it’s mapped to NACK) in its associated PUCCH/PUSCH resources regardless of joint transmission with CQI, SRI, and/or Data.
And, some addition thoughts is required:
· To support 8DL:1UL in a suboptimal way, possible solutions e.g.
· Different resolution to remap 2-bits signaling to cover 0-9 subframe per window (e.g. 1, 2, 4, 9)
· Increase the size of ‘n’ to 3-bits
· For 1A/1B, it is FFS whether to introduce this 2-bit signaling ‘n’ while we should be carefully watching the size of 1A and 0 to ensure they have same payload size.And, whether 2-bits is a static overhead for all UL/DL configuration and all system bandwidth
· Divide bundling window into 2-half window, the AN bundled from 1st part associated with I-branch and AN bundled from 2nd part associated with Q-branch of PUCCH format 1b: One example for 4DL:1UL is shown in Figure 1.
· Creates smaller bundling window size and thus improves scheduler flexibility if one scheduling decision needs to be made per bundling window (e.g. value of n).

· Improves performance, reliability due to less number of dependent PDCCH grants, and improves retransmission performance.

· Possibibility to reduce the 2-bit ‘n’ to be 1-bit.
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Figure 1 Illustration of the proposed solution of dividing sub-bundling window
3 PUCCH for AN Bundling

In this contribution we focus on a solution for determining which physical resources in uplink shall be used for a bundled ACK/NACK. Solutions for aligning the UE and the eNB are numerous and include both explicit and implicit signalling proposals [2] [9] [10]. In our proposal we start with the following assumptions:

· We will not increase the DL grant overhead to fully/partially signal associated PUCCH. Such solution would break with existing decisions made for FDD and TDD where DL and UL resources are balanced.

· The PUCCH resources for ACK/NACK must be tied uniquely to the DL grant on the PDCCH. E.g. we cannot use signalling with PDSCH since in many cases PDSCH may be lost while PDCCH grant is decoded correctly.

· The eNB cannot blindly decode between even a few PUCCH resource for ACK/NACK. To guarantee small false positive error this becomes infeasible.

· Minimize or even completely avoid (in some cases) to reserve multiple AN resources for one UE

· Depending on the capacity/overhead situation in the uplink and the desired scheduling flexibility in the downlink it is attractive to have a solution provided for network to configure the size of PUCCH resources to trade between PUCCH resources consumption and scheduling flexibility
In the following we present our proposal for further discussion and decision.

3.1
The inherent tradeoff in ACK/NACK bundling
For illustration purposes we first focus on two extreme methods that both have their disadvantages and advantages. The tradeoff addressed is the balance between multiplexing capability and PUCCH overhead. Both solutions are discussed in the following subsections.

Low PUCCH overhead, limited multiplexing capability 
The simplest solution to handle the ACK/NACK bundling problem is to reduce the multiplexing flexiblilty (per available CCE index capacity per DL subframe) to ensure that as long as UE has detected one PDCCH correctly within the ACK/NACK bundle window it will uniquely know where to transmit its ACK/NACK. This calls for the following implementation:
· PUCCH resources are reserved according to #CCEs in single DL subframe

· If a UE is scheduled multiple times within a bundle window, it has to use the same CCE index.

· If a CCE index has been allocated to a certain user it cannot be re-used for another user within the same bundling window.

The method is illustrated in Figure 2. 
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Figure 2. Illustration of Low PUCCH overhead mapping method for ACK/NACK bundling.
Looking at the pros and cons of such a solution we have: 

· Pros: PUCCH overhead for a bundling window equals that of single-TTI DL transmissions and the exact same ACK/NACK mapping framework can be re-used.

· Pros: The total amount of CCE indeces does not need to be known by UE as it only needs to find its active CCE index.

· Pros: As long as UE reads a single PDCCH in the bundle window it will transmit correctly its ACK/NACK resource. If no PDCCHs are detected, DTX will be the result which is the expected UE behaviour.
· Pros: There will only be UE ACK/NACK transmission collisions when UE experiences false positive PDCCH grant detection which is also the case for the non-bundling case.

· Cons: For long bundling windows, the eNB is limited as to how many UE can be scheduled over the bundling window (CCE index or PDCCH blocking). In example in Figure 2 only 8 different users can be scheduled within the bundle window whereas normally 8 users/DL subframe could be scheduled if fully utilizing the CCE index capacity per DL subframe.
High PUCCH overhead, High multiplexing capability
The second method allows for higher multiplexing and scheduling flexibility (and use of allocated CCE index capacity for all DL subframes) but has a high overhead cost in terms of PUCCH resource consumption. The method is implemented as shown in Figure 3. To implement the method, the following restrictions apply:

· PUCCH resources are reserved according to total number of CCEs in all DL subframes per bundling window
· As opposed to the “Low PUCCH overhead, limited multiplexing capability”, several users can share the same CCE index across different DL subframes.

· If a UE is allocated in multiple DL subframes within the bundling window, it can principally use different CCE indeces although there are pros/cons of limiting a user always to use the same CCE index. 

· The UE must be aware of the CCE index capacity and conduct the mapping to PUCCH resources based on this capacity as well as the “number of the subframe” in which the UE is scheduled.

· As proposed in [7] [2] we assume that the ACK/NACK to PUCCH mapping is determined by the first (or last) PDCCH allocation correctly decoded by the UE. With this method, a failed detection of the first PDCCH will result in DTX on the PUCCH resource where the eNB expects the ACK/NACK report.
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Figure 3. Illustration of PUCCH mapping for ACK/NACK bundling which offers maximum multiplexing capability.
Investigating the solution in Figure 3 we have identified the following pros and cons:

· Pros/Cons: The normal ACK/NACK to PUCCH mapping framework can be re-used except that the mapping function in the UE/eNB needs to consider also the maximum CCE index capacity and the number of the first subframe allocated to the UE within the bundling window.

· Cons: If the UE misses its first PDCCH DL grant it will send its ACK/NACK on the wrong resources. Hence, DTX will be seen on the PUCCH resources associated with the allocation. 
· Pros: There will only be UE ACK/NACK transmission collisions when UE experiences false positive PDCCH grant detection which is also the case for the non-bundling case.
· Pros: The eNB can utilize up to maximum CCE index capacity and it can support highest number of scheduled UE per bundling window if one UE is scheduled only one DL subframe per bundling window, e.g. huge number of UE with small packets. In the example provided here up to 32 users could be scheduled within the bundling window provided they all had single TTI allocations. 
· Cons: PUCCH overhead for a bundling window equals the worst-case (e.g. x4 in the example compared to Figure 2).

· Cons: If a UE is allocated in multiple DL subframes within the bundling window, multiple PUCCH AN resources will be reserved for this single UE but only one of PUCCH AN will be used at a given time. So in this configuration, we should avoid to allocate more than one DL subframe to a single UE per bundling window in order to keep the PUCCH “utilization rate” not too low.
3.2
A proposed scalable solution

Depending on the capacity situation in the uplink and the desired multiplexing capability in the downlink it is attractive to have a configurable solution that implements both method discussed above and also provides the network with the flexibility to operate with interim solutions with different discrete compromises among PUCCH resource consumption and scheduling flexibility. In the following we present a simple solution while such a solution inheriting all the advantageous features of abovementioned solutions.
A parameter to control PUCCH overhead and scheduling flexibility

To control the solution we propose to be able to divide the PDCCH resources into windows. This division may be dependent on the actual UL/DL configuration as well as the UL overhead and desired scheduled number of UEs in the downlink or defined in a more generic fashion. We propose here an example solution but are open for other ways of defining the PDCCH bundling factor. We introduce a parameter which shall be known to both the network and the eNB as:

PDCCH constrained window [subframes]: The amount of consecutive DL subframes for which the CCEs from differnet PDCCH will map to the same PUCCH AN resource (e.g. “Low PUCCH overhead, limited multiplexing capability” method above).

For different PDCCH bundling windows we can have high flexibility as described for the method ”High PUCCH overhead, high  multiplexing capability” described above.
If for a certain UL/DL configuration we have a ACK/NACK bundling window of 4 DL subframes, we can envision the parameter being set to:
· PDCCH constrained window = 1: This effectively implements “High PUCCH overhead, high multiplexing capability” as described above. E.g. maximum PUCCH overhead but also maximum multiplexing capability.

· PDCCH constrained window = 4: This effectively implements the “Low PUCCH overhead, limited multiplexing capability” method as described above. E.g. minimum PUCCH overhead but also minimum multiplexing capability.

· PDCCH constrained window = 2: This effectively implements a tradeoff among “Low PUCCH overhead, limited multiplexing capability” and “High PUCCH overhead, high multiplexing capability” as described above. E.g. medium PUCCH overhead but also medium multiplexing capability.

A value of 3 could also be envisioned dividing the bundling window into two uneven groups. In the following subsection we illustrate in more detail the meaning of setting PDCCH constrained window to a different values than 1 or the maximum bundling length.

Example use of parameter and general restrictions
In the following, we exemplify by use of above example how a setting of PDCCH constrained window = 2 provides a tradeoff among multiplexing capability and PUCCH overhead. With this setting, the UE and eNB divides the 4 DL subframes into two groups of 2 subframes each, and each group will be reserved one set of PUCCH AN according to the #CCE from one DL subframe. The implementation is illustrated graphically in Figure 4. 
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Figure 4. Illustration of the ACK/NACK mapping for the example where ACK/NACK bundling window is 4 subframes and the PUCCH constrained window is 2 subframes.
We pick successive subframes for defining the PDCCH subwindow as we believe it is most practical for the scheduler to allocate users in consecutive subframes provided that they are allocated more than once within the total bundling window. For each of the 2 PDCCH groups, the eNB observes the scheduling restrictions for the “High PUCCH efficiency, limited multiplexing capability” method described above while across the two different PDCCH groups, the flexible scheduling framework (“Low PUCCH efficiency, extended multiplexing capability”) is used. To have consistent mapping even when some grants are lost between the two PDCCH subgroups, we propose the following general scheduling restriction that apply to all settings of PDCCH constrained window:
· If a UE is scheduled in multiple subframes within the PUCCH constrained window, the same CCE index has to be used.
· If the same UE is scheduled across multiple PDCCH constrained windows, the ACK/NACK mapping determined by the first (or last) correctly decoded PDCCH grant shall be used (e.g. from first PDCCH subwindow). 

It is seen that with the used parameter setting, the eNB can now schedule up to 16 users for the bundling window and we have halved the required PUCCH resources compared to the fully flexible method.

It should be noted that the example in Figure 4 implements the same effective scheduling pattern as was possible with the example with maximum PUCCH allocation from Figure 3. This shows the power of the method that an eNB may balance its scheduling flexibility with the PUCCH resource allocation given downlink requirements as well as uplink capacity limitations. 
Parameter signalling

As the parameter is a cell-specific parameter that is critical for the UE’s interpretation and mapping of ACK/NACK to PUCCH resources, it should be sent via higher layer signalling (or lower layer broadcasting). If setting some default value (e.g. PDCCH constrained window = maximum window size, e.g. 4 in above example) the scheduler can still access a UE dynamically in the downlink with consistent PUCCH mapping until it has been acknowledged that the UE has correctly received the setting e.g. via RRC level acknowledgement method. Hence, setting of default starting value and use of RRC signalling for reconfiguration could be envisioned. Detailed implementation details are still FFS.

4 PUSCH for AN Bundling
To handle the problem with DTX to ACK (similarly as in FDD), 1-bit is included in the UL Grant to indicate the simultaneous ACKNACK transmission present or not

· DTX to ACK is solved (similarly as in FDD)
· ACK/NACK space in PUSCH is dimensioned according to number of ACK/NACK bits (i.e. 1 or 2) (besides the Data MCS)

5 Conclusions

We have extensively gone through all the different aspects related to AN-bundling including, DL grant missing, PUCCH AN resource dimension & indexing and PUSCH AN resource dimension in order to make a complete view on this complicated issue to facilitate the CR kind of decision making during this meeting week. In summary, we propose that:

· To include a 2-bit signaling ‘n’ as the total number of scheduled DL subframes per bundling window (N), and 1< n<= N, in DL grant format 1 and 2. FFS for format 1A/1B while we should be carefully watching the size of 1A and 0 to ensure they have same payload size.
· Note: If adding 2-bits signaling in DL grant is not acceptable, we can consider the joint coding with Resource Assignment to keep the grant size unchanged and perhaps independent from duplex mode, with very small scheduling flexibility lost in the extreme case.
· As long as UE reads ‘n’ from a single PDCCH in the bundling window it will transmit correct ACK or NACK or DTX (if explicitly defined, otherwise it’s mapped to NACK) in its associated PUCCH/PUSCH resources regardless of joint transmission with CQI, SRI, and/or Data.

· PUCCH resources are reserved as #CCE * ceil(N/K), where N is the length of bundling window and K is the length of PDCCH constrained window. K indicates how many DL subframes are “sharing” the same PUCCH resources from the same CCE but in different DL subframes.
· If a UE is scheduled in multiple subframes within the PUCCH constrained window, the same CCE index has to be used.

· If the same UE is scheduled across multiple PDCCH constrained windows, the ACK/NACK mapping determined by the first (or last) correctly decoded PDCCH grant shall be used (e.g. from first PDCCH subwindow)
· PDCCH constrained window is a cell specific parameter

· To handle the problem with DTX to ACK (similarly as in FDD) in case of PUSCH, 1-bit is included in the UL Grant to indicate the simultaneous ACKNACK transmission present or not
And, some addition thoughts is required on:
· To support 8DL:1UL in a suboptimal way, possible solutions e.g.
· Different resolution to remap 2-bits signaling to cover 0-9 subframe per window (e.g. 1, 2, 4, 9)
· Increase the size of ‘n’ to 3-bits
· Whether 2-bits is a static overhead for all UL/DL configuration, all system bandwidth
· Divide bundling window into 2-half window, the AN bundled from 1st part associated with I-branch and AN bundled from 2nd part associated with Q-branch of PUCCH format 1b: One example for 4DL:1UL as shown in Figure 1.

· Creates smaller bundling window size and thus improves scheduler flexibility if one scheduling decision needs to be made per bundling window (e.g. value of n).

· Improves performance, reliability due to less number of dependent PDCCH grants, and improves retransmission performance.
· Possibibility to reduce the 2-bit ‘n’ to be 1-bit.
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