
TSG-RAN WG1 #52bis
R1-081611
Shenzhen, China, Mar 31 — Apr 04, 2008
Source:
Ericsson, Motorola, Qualcomm, Broadcom, LGE, ITRI, Samsung
Title:
On the Bit Ordering and Decoding Complexity of Subset Coding 
Agenda Item:
6.2
Document for:
Discussion and Decision
1. Introduction

In the 3GPP RAN WG1 meeting #51bis it was decided that the joint coding method described in [1] is used for simultaneous CQI + Ack/Nack transmission with extended cyclic prefix. An agreement on the subcodes was reached in RAN1#52 [2]. The procedure is illustrated in Figure 1. It is noted that the input to the (20,A) UCI encoder consists subcoded ACK/NAK bits followed by the CQI bits. 

In this document, we analyze the decoding complexity of such subset coding structure. We further compare the complexity of an alternative ordering of the subcoded ACK/NAK bits and CQI bits. It is shown the later approach allows significant reduction in decoding complexity.
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Figure 1 Working assumption subset coding of CQI and ACK/NAK bits for extended CP.

2. Complexity Analysis

The (20,A) UCI code in LTE and the (32,10) TFCI code in WCDMA belong to the same 2nd order RM code family [3]. A well-known low-complexity maximum likelihood (ML) decoding solution is to employ a fast Hadamard transform (FHT) engine [4].  The approach can be illustrated by the following TFCI example.

Example 1. WCDMA TFCI Decoding [5]
ML Decoder A. 

A brute-force ML decoding of the (32,10) code requires 32×210=32768 operations.  

ML Decoder B. 

From the definition of the (32,10) TFCI code, it can be recognized the first six base vectors form the (32,6) 1st order RM code. A ML decoder based on the FHT for the 1st RM code requires 32×log232=160 operations. To decode the (32,10) TFCI code, 16 hypotheses exhausting all the possibilities of the last 4 information bits are generated.  Each hypothesis corresponds to a covering mask determined by the last 4 base vectors and the 4 hypothesized information bits. For each hypothesis, the signs of the soft values are modified according to the covering mask.  The modified soft values are then fed into the FHT to find the most likely metric and solution of the first 6 bits conditioned on the hypothesized last 4 bits.  After repeating the procedure for all 16 hypotheses, the global ML decoding output is obtained by finding the highest metric from the 16 candidate solutions.  This FHT-based solution requires 16×(32+160)=3072 operations.  The decoding complexity is more than an order of magnitude lower than that of the brute-force solution.

The efficient ML decoding method can also be applied to the LTE case, since the (20,A) UCI code is punctured from the (32,A) 2nd order RM code [3]. The first 6 base vectors can be treated as a punctured (32,6) 1st order RM code, which can be decoded by the efficient FHT.  To illustrate, an example of direct joint coding of the CQI and ACK/NAK bits (without subset coding) is considered in the following.

Example 2. Direct Joint Coding of CQI and ACK/NAK 

The input to the (20,11) UCI code consists of 10-bit CQI followed by the 1-bit ACK/NAK.

ML Decoder A.

A brute-force ML decoding of this (20,11) code requires 20×211=40960 operations.

ML Decoder B.

The last 5 input bits to the (20,14) UCI encoder consist of 4 bits from the CQI field and the 1-bit ACK/NAK.   25=32 hypotheses are needed to exhaust all possibilities of these 5 input bits.  For each hypothesis, the FHT can be used find the most likely solution of the first 6 input bits.  The global ML solution is found from the 32 candidate solutions.  This ML decoder requires 32×(20+160)=5760 operations. Hence, the decoding complexity is reduced by a factor 7.

Next, we analyze the complexity of the working assumption subset coding of CQI and ACK/NAK bits. It is concluded the working assumption placement of subcoded ACK/NAK bits in front of the CQI bits requires high decoding complexity.  In contrast, simply reversing the order of the two sets of bits allows decoding complexity reduction by a factor of 7.

Example 3. Working Assumption Subset Coding of CQI and ACK/NAK 

The input to the (20,14) UCI code consists of Nd=4 repetition of 1-bit ACK/NAK followed by 10-bit CQI.

ML Decoder A.

A brute-force ML decoding of this (20,11) code requires 20×211=40960 operations.

ML Decoder B.

The last 8 input bits to the (20,14) UCI encoder consist of 8 bits from the CQI field.   28=256 hypotheses are thus needed to exhaust all possibilities of these 8 input bits.  For each hypothesis, the FHT can be used find the most likely solution of the first 6 input bits.  The global ML solution is found from the 256 conditional solutions.  This ML decoder requires 256×(20+160)=46080 operations.

Example 4.  Alternative Subset Coding of CQI and ACK/NAK 

The input to the (20,14) UCI code consists of 10-bit CQI followed by Nd=4 repetition of 1-bit ACK/NAK.

ML Decoder A.

A brute-force ML decoding of this (20,11) code requires 20×211=40960 operations.

ML Decoder B.

The last 8 input bits to the (20,14) UCI encoder consist of 4 bits from the CQI field and 4 repetitions of the 1-bit ACK/NAK.   25=32 hypotheses are needed to exhaust all possibilities of these 8 input bits.  For each hypothesis, the FHT can be used find the most likely solution of the first 6 input bits.  The global ML solution is found from the 32 candidate solutions.  This ML decoder requires 32×(20+160)=5760 operations.  When compared to the work assumption, the alternative bit order reduces decoding complexity by a factor 7.

The benefits of reversing the order of the subcoded ACK/NAK bits and CQI bits are not limited to the above example.  As listed in Table 1, significant decoding complexity reduction can be achieved across all combinations. 

Table 1 Complexity reduction factors of alternative subset coding for different combinations of bit lengths

	NCQI
	NA/N
	Nd
	Complexity Reduction Factor

	4
	1
	8
	1.9

	6
	1
	7
	7.1

	8
	1
	5
	7.1

	10
	1
	4
	7.1

	4
	2
	4
	1.8

	6
	2
	4
	7.1

	8
	2
	6
	7.1

	10
	2
	4
	7.1


3. Conclusion

It is proposed to reverse the order of the jointly coded ACK/NAK and CQI bits. The input to the (20,A) RM code shall consist of CQI bits followed by ACK/NAK bits.
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