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1. Introduction
Between RAN1#52 and RAN1#52bis, an e-mail discussion on downlink control signaling took place. The topics discussed are summarized below. 

2. CCE size
From kick-off e-mail: 

We have used the term "CCE" in the discussion for quite some time without defining exactly what it is, so maybe it is time to try to do so. On Malta, we agreed on "CCE=36 RE (for 5 MHz)". At the same time we also said that 1 CCE should result in a code rate of approx 2/3. As the PDCCH payload varies with the system bandwidth, there is a slight misalignment between those two. 

One possibility is to fix the CCE size to 36 for all bandwidths (note, the CCE size should be a multiple of 4 as this is the size of the resource-element groups). The payload size of the PDCCH is relatively well known by now (Tdoc 1102) so we can compute the code rates for the different system bandwidths.

Looking at the agreed PDCCH contents, the following code rates for a single CCE for the different bandwidth (FDD assumed)

· Format 0, 1A, 3, 3A:    0.49 (6RB) to 0.60 (100 RB)
· Format 1:                    0.50 (6RB) to 0.76 (100 RB)
· Format 2:                    0.72 (6RB) to 0.99 (100 RB)

Most of those code rates seem to be reasonable well in line with the approx 2/3 agreement. The exception is PDCCH format 2 and 100 RB system bandwidth; even if multi-stream most likely only is used in very good channel conditions we seem to need 2 or maybe even 4 CCEs for this case.  One possibility could be to explicitly remove "unreasonable" combinations from the PDCCH monitoring set, e.g., by stating that the UE is only required to monitor PDCCH/DCI combinations that have a code rate of less than x
A CCE size of 9 resource-element groups, REGs, (36 RE) was agreed for the cases of larger bandwidths (>6 RB). For narrow system bandwidths (6 RB only), most companies seem to prefer the same size of 9 REG (36 RE), i.e., to keep the same CCE size across all bandwidths, although there were voices raised for 10 REG in case of a 6RB system bandwidth. 

Removing combinations of PDCCH formats and CCE aggregations resulting in too high code rates was accepted by several. One company suggested introducing an additional aggregation level of 12 CCEs to allow for low code rates also for format 2.
There were also suggestions not to allow configurations resulting in too few CCEs; one example mentioned was to require a control region of at least 2 OFDM symbols for the 6 RB system (i.e., PCFICH>=2 in 6 RB systems).
Proposed way forward:
· Adopt a CCE size of 9 REG irrespective of the system bandwidths
· Combinations of PDCCH formats and CCE aggregation levels with code rates >3/4 are not supported.

3. PDCCH contents
From kick-off e-mail:

From the summary sheet, it can be seen that format 0 and 1A does not yet have the same payload size, which they should have [assuming the same UL and DL system bandwidth]. Format 1A is 1 bit larger than format 0, even if the three bits for DMRS shift is always included. Either we have to increase the payload size of format 0 by one bit (this must be the first time we ask for a larger payload :-) or we reduce the format 1A by one bit.

Most of the remaining open issues seem to relate to MIMO, including: 

1) Is MIMO supported by format 1A? If so, the payload size of 1A will increase further. Precoding-based beamforming can be used to increase the coverage for single-stream transmission, but currently this is supported in format 2 only. Is there a need to support precoding indication in a compact format?

2) Semi-static switching between format 1 and format 2 is assumed (and was the basis for the discussions on blind decodings). This implies that also single-stream (re)transmissions must be handled by format 2 (unless format 1A supports MIMO).
3) Precoding information and confirmation. The number of bits for precoding information is open for the case of 2 antennas. Also, is precoding confirmation coded together with the precoding matrix and, if so, how?
4) No discussions took place on MU-MIMO aspects. Are the formats we have defined sufficient for MU-MIMO? 
5) The contents in most cases is identical between FDD and TDD (the HARQ process number is one bit larger for TDD). One TDD-specific issue that remains is the "UL index" in format 0. How should this information be represented (taking into account that format 0 and format 1A should have the same payload)?
During the discussions, several new PDCCH formats were suggested. In the table, the names of the discussed formats as used in the summary below are given for convenience.
	PDCCH format
	Comment

	0
	Existence agreed; used for uplink grants

	1
	Existence agreed; used for downlink assignments

	1A
	Existence agreed; used for compact downlink assignments

	1B
	Under discussion; new format for closed-loop single-rank downlink transmission

	1C
	Under discussion; new format for paging, RACH response and BCCH transmission

	2
	Existence agreed; used for downlink spatial multiplexing

	2A
	Under discussion; similar to format 2 but supporting contiguous RB allocations only

	2B
	Under discussion; new format to support open-loop spatial multiplexing

	3, 3A
	Existence agreed; power control commands


Spatial multiplexing in format 1A: Most companies suggest not to support for spatial multiplexing to format 1A (i.e. only single-rank open-loop schemes and are fine with the format 1A contents as listed in the excel sheet (R1-081525) but there were also suggestion on including additional bits in format 1A to support a limited form of MIMO.
Proposed way forward: Agree on format 1A as in R1-081525, i.e., no MIMO support in 1A.

Alignment of format 0 and 1A: So far the assumption has been that the payload of format 0 and format 1A are identical, although currently format 1A has one bit more than format 0 (assuming DMRS index being present and same BW in UL and DL). Proposals on how to resolve this include

· Reduce the RV signaling or MCS signaling for format 1A with one bit

· Use the extra bit in format 1A for something useful
Reducing the number of bits for RV signaling was opposed by some companies. No agreement reached.
Proposed way forward: Further discussions needed.
Unequal UL and DL bandwidth: Implicitly in the discussions, identical bandwidth for UL and DL has been assumed when discussing the payload size of format 0 and 1A assumes the UL and DL bandwidths to be identical, which may the case in practice but is not a fundamental requirement in LTE and the specifications need to handle also the non-equal case. Two proposals to address this in case of different UL and DL bandwidths were made:

· max(BWUL, BWDL) determines the payload size of 0/1A; unused bits are set to a known value (which can be exploited in the decoding but increases overhead)

· remove the restriction and let the payload size of format 0 and 1A differ, which implies an increase in the number of blind decodings a UE need to perform beyond the agreement in Tdoc 1101 but provides more freedom in the control signaling design.
Only one company argued for allowing different payload sizes for formats 0 and 1A.

Proposed way forward: Maintain same payload size for format 0 and 1A, determined by max(BWUL, BWDL)
Inclusion of cyclic shift in format 1A: Several companies suggested to always include the cyclic shift index of the DMRS in format 0 while one company suggested to semi-statically configure whether to have the field present or not (which most likely implies different payloads sizes for formats 0 and 1A).

Proposed way forward: Always include cyclic shift in format 1A

Format 1B: Several companies suggested the addition of an additional format 1B to be used for closed-loop single-rank transmission. Semi-static configuration is used to switch the UE between monitoring format 1, 1B or 2.

Proposed way forward: Introduce format 1B to support closed-loop single-rank transmission with contiguous resource allocation (can be based on 1A with the addition of some bits for signaling of the precoding index). Semi-static configuration is used to switch the UE between formats 1, 1B or 2

Format 1C, new short format for paging: An additional very compact format for paging, RACH response and scheduling of dynamic BCCH information was suggested. For paging and RACH response, the number of blind decoding attempts is not increased. For dynamic BCCH, a few additional blind decodes are required in the common search space.
Proposed way forward: Add a new format (format 1C) for downlink transmission of paging, RACH response and dynamic BCCH scheduling.
Format 2: There was one suggestion on having a new format, format 2A, equal to the current format 2 but supporting allocation of contiguous resource-blocks only (resource allocation type 2). There was also a suggestion on reducing the signaling of the second TB size in format 2 by using an offset to the 5-bit MCS filed of the first TB instead of an explicit 5-bit field for the second TB. It was also commentedthat it may be useful to introduce a new format, format 2B, to support open-loop spatial multiplexing.

Proposed way forward: Further discussions needed format 2A and 2B.
Dependency on UE category: For MIMO, it was noted that the number of bits required for some MIMO-related fields depend not only on the number of antenna ports but also on the UE category (support of 2 or 4 layer spatial multiplexing). Also the supported MCS may depend on the UE category. This can be exploited in using different formats depending on the UE category. However, there was no agreement to use different formats depending on the category of the UE addressed.
Proposed way forward: The PDCCH formats do not depend on the category of the UE addressed.

MU-MIMO: Very little discussions on MU-MIMO aspects. Most companies either saw no need for special MU-MIMO formats or wanted to the MU-MIMO design progress prior to decide upon the control signaling.  An additional format for MU-MIMO UEs may be needed to reduce overhead compared to format 2, depending on the information needed by MU-MIMO UEs.

Proposed way forward: Further discussions needed.
Uplink index for TDD: One company proposed 2 bits to be used for jointly encoded TTI index and CQI request.
Proposed way forward: Further discussions needed.
Signaling of precoding information: Very limited discussions. There was a proposal to code precoding confirmation, including rank override, and precoder selection jointly as they are mutually exclusive messages. There was also a proposal from another company, shown in the table below.
Proposed way forward: Further discussions needed.
	Signaling
	Format 1
	Format 2

	00
	use the pre-coding suggested by UE 
	use the pre-coding suggested by UE 

	01
	use the pre-coding applied for the last positively acknowledged DL transmission
	use the pre-coding applied for the last positively acknowledged DL transmission

	10
	Use the default pre-coding (TBD)
	Open loop MIMO 

	11
	Use open loop tx-diversity
	Use open loop tx-diversity


4. Signaling of PHICH resources on PBCH
From kick-off e-mail:

One small issue that remains to be settled in RAN1 is the signaling to the PHICH resources. We have agreed to have 2 bits on the PBCH for this purpose and that those two bits, together with the DL system bandwidth, indicate the number of PHICH groups (the location of the PHICH groups is already covered by 36.211). 

For FDD, we have also agreed on the mapping from the first uplink RB used for a transmission to the PHICH resource upon which the UE should expect the ACK/NAK. In absence of MU-MIMO this in practice means that the amount of PHICH resources is given by the uplink bandwidth and the "only" purpose of the 2-bit value is to handle MU-MIMO configurations and differences between UL and DL bandwidths.

1) What should the four combinations of the 2 bits on the PBCH mean? 
One of the four combinations should probably be used to denote #PHICH = #RBs, rounded to the appropriate number of PHICH groups (a common case is to have the same value for UL and DL bandwidth). 
Is it useful to let one of the combinations denote that there are no PHICH resources in the system? [According to the RAN2 decisions, the UE should not clear its transmission buffer until the new-data indicator states that new data should be retransmitted, hence the NW could in principle signal ACK to avoid a retransmission but later request a retransmission via the PDCCH, so in principle operation without PHICH and the associated error cases is possible]
2) For TDD, and  unlike FDD, the number of UL subframes may not be the same as the number of DL subframes. Hence, the situation may be a bit different for TDD. How should the two bits be interpreted in this case?
FDD: Almost no discussions on what the four combinations on PBCH should mean. One suggestion is to indicate 
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 although the exact numbers were not given (
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 is the downlink system bandwidth in terms of RBs). Another suggestion is to signal 
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 (Note: the signaling on the PBCH is the number of PHICH groups, where each PHICH group contains 8 PHICHs).

TDD: Quite a lot of discussions on how to handle TDD-specific issues. The following seems agreeable from the discussion

· The amount of PHICH resources can vary between (downlink) subframes and be one of 0, N or 2N, where N is the amount of PHICH resources indicated in the same way as for FDD on the PBCH.

· Once the UL/DL allocation is known, a table provides the amount of PHICH resources is known in each subframe.

· Chicken-and-egg problem: the UL/DL allocation, needed to know the amount of PHICH resources in each subframe, is signaled on SIB-1 and the UE need to know the amount PHICH resources 
· Can be solved by blind detection of PDCCH to deode SIB-1 in subframe #5 
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Proposed way forward: For TDD, agree on the bullets above.  For FDD, continue discussions and see if  
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 can be agreed as the four values of the number of PHICHs.
5. Signaling of TB sizes
From kick-off e-mail:

One open issue on LTE is the signaling of the transport block sizes; we need to write a table (or similar) in the MAC specification. Some guidelines are found in the Tdoc 556, which is the outcome of the offline discussions in Sevilla. However, some of the requirements may be partially conflicting and further work is needed to resolve this. 

One possibility is to compute the TB size from the MCS and the RB allocation (this is captured in Tdoc 556). We also agreed to check that the resulting TB sizes fit with 'common' RAN2 payloads (VoIP, TCP ACKs, etc). These two requirements may not be that easy to match to each other. For example, assume 40 bytes is a common payload we want to support. We can then in principle define an MCS that, together with a 1RB allocation, support this without padding. However, if we have a 2RB allocation how do we ensure that the same payload is possible in that case? Similar reasoning can be made for other payloads (1500 bytes, etc). This may result in quite complicated definitions.

An alternative is to define a common table of TB sizes (mother table), ranging from the smallest to the largest possible TB size supported by LTE (the size of this table is ~120 entries or so, depending on the amount of L2 padding acceptable). Now, for a certain RB allocation we select a subset of the mother table and let the 5-bit index signaled as part of the scheduling assignment be an index in this subset. Different number of RB allocations would correspond to different subsets of the mother table. With this approach we can easily optimize the mother table for the common payloads and be sure that all the RB allocations support the common payloads. This may result in a simpler/cleaner definition of the TB sizes.

In the process, we need to ensure that the modulation/coding/allocation combinations used in the CQI definition are covered (or at least some close combination in which case we can fine-tune the CQI definition for a perfect match). 

Aligning with the QPP sizes, which also is mentioned in Tdoc 556, seems to be less important. It is a nice thing to have if possible but the padding/depadding functions are simple and already specified. Reducing padding in the MAC layer is more important as this has a direct cost on the over-the-air overhead.

Table construction: In principle 32x110 different transport-block sizes are possible (assuming the default configuration agreed in the past) and the 5-bit MCS index and RB allocation signaling provides the TB size. The question is how to fill this table. Several companies were fine to generate the transport-block sizes from a single mother table from which a subset is selected by the resource allocation information (number of RBs). However, the details remain to be settled and many companies may have similar designs in mind although expressed in different ways.
Comments on the design: 
· Several companies suggested aligning with the QPP interleaver sizes.
· Alignment with the agreed CQI reports also needs to be considered. 
· Some overlap in the sense that some of the TB sizes should be possible with different modulation/code rates.

· One company suggested selecting TB sizes resulting in all code blocks being of equal size.

· One company suggested having at least some entries in the table configurable.

Proposed way forward: Offline discussion during the meeting to define the transport-block size table.
6. PDCCH blind decoding
From kick-off e-mail:

The mechanism for determining the PDCCHs the UE is supposed to monitor was agreed in Sorrento (Tdoc 1101). The design is mostly complete, but we agreed that we should verify the performance and properties of the design.

1) There are two constants, K and L, in the hashing function that has not yet been fixed. Suggestions on values? 

2) Should we switch off the search space concept when the number of CCEs is sufficiently small (small BW and/or small PCFICH) and let the UE to blindly decode all combinations (assuming the combinations is at most 40)?

3) Currently, the UE-specific and common search spaces may overlap (corresponding to the same set of CCEs). At least for aggregation level 4 and 8 this overlap serves no purpose. Should we define the UE-specific search spaces on aggregation levels 4 and 8 such that is excludes the combinations in the common search space?

4) The common search space needs to be defined. The simplest approach seems to be to take the 16 first CCEs (in the CCE sequence prior to the interleaving/mapping to REGs) as the common search space for level 4 and 8. Is this agreeable?

Hashing function: There seems to be agreement that the hashing function in R1-081101 need some modifications. Some limited proposals on modified functions as well as hashing based on pseudo-random sequences were presented.
Proposed way forward: Offline discussion during the meeting to define the hashing function. 
Small number of CCEs: Most companies saw no need to switch off the search space concept on an aggregation level where all blind decodings can be performed as the search space concept in this case will equal the set of all possible aggregations on this level.

Proposed way forward: Search space concept is always used.
Overlap between common and UE-specific search space: No reason to remove the overlap was seen; on the contrary, one company claimed the overlap being advantageous as it would otherwise not be possible to use format 1 or 2 with 4 or 8 CCEs in the part of the spectrum occupied by the common search space as the UE-specific search space would never point to this part.
Proposed way forward: Allow overlap between common and UE-specific search space.

Common search space: Most companies were fine with letting the common search space correspond to the first 16 CCEs (CCE number 0 to 15) unless problems with the hashing function are found. One company proposed to randomize also the common search space.
Proposed way forward: Common search space corresponds to CCEs 0-15 (four decoding candidates on level-4, CCEs 0-3, 4-7, 8-11, 12-15 and two decoding candidates on level-8, CCEs 0-7, 8-15).

Set of CCEs: In R1-081101, both contiguous and set-wise contiguous CCEs were listed as possibilities to form the search space. Two companies preferred non-contiguous CCEs based on performance benefits. Other companies preferred having contiguous CCEs based on a simpler implementation and no difference in performance.

 [Continuous means if s is the number of the starting CCE (from the hashing algorithm), then the UE monitor CCEs s to s+M-1, where M is the number of CCEs to monitor in the aggregation level.]
Proposed way forward: Further discussions needed.
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