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1 Introduction
Following up on the way forward on the decoding complexity discussions from the last meeting [1], we have been analyzing the end result and would like to propose some limitations to the hashing functions that have been proposed in [1]. 
2 Potential problems with the hashing functions
As such it can be observed that the hashing functions are being defined to randomize the user search space for possible locations of the PDCCH on each aggregation level. If the parameters are chosen properly the randomization should ensure that the load on each CCE is the same. Also, according to [1], the UE-specific search space will be the only one that will provide scheduling possibility for PDCCH format 1 (option for frequency domain packet scheduling, which is one of the main gain mechanisms of LTE). When observing the result of the per-UE defined hashing function, we immediately see two main results:

· Potential blocking of users due to PDCCH limitations, as some good channel condition users might reserve CCEs that could potentially be used for users in low coverage.

· Excessive load on the PUCCH resources. This happens as there will be an implicit mapping from CCE index of allocating PDCCH to the associated PUCCH resource. This means that for the 20 MHz case we would need ~80 PUCCH resources, which again under best case conditions corresponds to 5 PRBs for the Ack/Nack signalling alone. With a more limiting design of the CCE aggregation search space it is believed that this could be reduced to in the order of 2 PRBs without limiting the overall system performance.
To illustrate the potential problem of blocking, consider the case where we have 2 good condition users and one poor condition user for scheduling. The users have been sorted according to their relative priority, and in this example case we assume that the two good condition users are being assigned CCE resources before the poor condition user. This example situation is shown in Figure 1, where the two good condition users have hashing functions defined such that their potential allocations at aggregation level 1 causes a blocking of the aggregation level 8 for a poor condition UE (UE 3). We are aware that it is possible to find solutions to reduce this problem (such as shifting a good condition UE to aggregation level 2, but this would lead to iterative searching for finding a good scheduling solution).  
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Figure 1 Illustration of an example scheduling scenario where the two good condition UEs (UE 1 and UE 2) can potentially cause blocking of a poor condition UE (UE 3)
3 Suggestion for a possible solution
During the analysis of this problem we have come up with a possible solution to the considered as providing a more viable alternative to the original hashing functions defined in [1].
3.1 Introducing area limited hashing functions

The problem identified above of blocking between poor condition and good condition users could be handled by introducing a per-cell level control of the hashing functions, such that it is possible to define cell-level parameters such that the UEs are operating using the hashing parameters as defined in [1], while in another cell-level configuration, the UEs would be configured to be using a set of per-cell hashing functions (this could be done by settting the parameter “K” in [1] to 0, and “L” to be a function of the cell-ID. This would force all UEs to be fully random or fully static in terms of the UE specific search space.
A compromize between these two extremes is given by the equations below, which provides a set of possible starting points, which defines the per-UE defined search area for each aggregation level.

First, lets define the aggregation limitation parameters Mi and Li, which indicate the initial starting point and randomization width respectively. “i” indicates the aggregation level. Suggested values for these are given as:

M1 = 0, 




L1 = 6
M2 = L1, 




L2 = 6

M4 = L1+ 2L2, 


L4 = 3

M8 = L1+ 2L2+ 4L4, 

L8 = 3

This way of defining the search space starting points (Mi) ensures that there is no overlap between the different aggregation levels for situations where there are sufficient resources for the PDCCH. The above values are example values, which we see fit for using as initial values. Now, let NCCE equal the number of available CCEs for the control channel. K is a cell specific parameter, which we suggest can take values of either “0” or “1”. This parameter K is used to enable and disable the hashing functionality and thereby the maximum number of potentially scheduled UEs. When K=0, the hashing is effectively disabled, and all UE in the same cell will use the same search space. The proposed equations for defining the search space are given below:
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where Ai is the number of aggregated CCEs (i.e., 1, 2, 4, and 8). Finally
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where Si indicates the starting index of the search space at each aggregation level and Lx is a prime number. The base principle behind the equations is that we would like the search space for the higher aggregation levels to collapse from the right hand side, such that we maintain maximum separation of aggregation levels for good and poor condition UEs. In Figure 3 we have shown how two different UE will get different hashing functions from the limited start point configuration, and thereby be referenceing different CCEs, but still with some separation between higher and lower aggregation levels. It should be noted that these equations only defines the starting point of the UE decoding attempts, and that the UE will perform 6 decoding attempts Sx=Si+{0,1,2,3,4,5}*Ai for aggregation levels 1 and 2, and Sx=Si+{0,1}*Ai for aggregation levels 4 and 8.
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Figure 3 Illustration of the limited hashing area while still maintaining separation between good and poor condition users seen from the aggregation point of view. The numbers “1” and “2” in the upper part of the figure indicates two example starting points for two different UEs. These starting points are defined on a per-UE basis within a limited area. The two lower figures contains the actual UE-dedicated search areas for the two example UEs.
3.2 Subframe dependency of the search space
Our initial analysis of the hashing functions have shown that introducing a per-TTI redefinition of the search space will introduce a hopping pattern of the UE search space. Seen from a coding perspective, there will be little gain of this method, as there will be no interleaving and coding between consecutive TTIs. Further, as there is interleaving of the mini-CCEs, the average performance of each CCE should be similar. Therefore we see no reason for introducing a per-TTI hopping pattern of the hashing functions.
4 Conclusions

Based on the above discussions, we propose that the hashing functions are defined in such a way that we maintain the following properties:
· Large number of theoretically scheduled UEs.

· Separation of good and poor condigion UEs.

The above requirements are met by using per-cell level hashing functions, which are restricted with respect to different starting points as discussed in section 3.1. Further, we suggest that the per-subframe definition is taken out of the search space definitions.
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