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1. Introduction
Both PRACH and SRI uplink channels can be used to send scheduling requests in absence of UL grant, the latter being the fallback channel to be used by UEs without valid SRI resource. This contribution compares the two channels in term of latency performance and overhead, and shows that the PRACH can be a faster mechanism than the SRI, and that it can complement the SRI in support of high UE density. However, the resulting SRI + PRACH overhead raises an upper-bound on the achievable number of active UEs in 5 MHz, of ~200.
2. Assumptions
We use the following assumptions:

· 500 UEs can be maintained UL synchronized in a cell [3] and therefore can either use the SRI or the PRACH to send a scheduling request. Note the LS in [3] does not explicitly mention the system bandwidth of the cell, but the contributions [4]

 REF _Ref194202001 \n \h 
[5] referenced as justification of this response assume 5 MHz.
· PRACH collision probability is 1% (RAN2 working assumption)

· 18 SRI resources per RB/subframe

3. SRI

3.1. Latency

The total SR latency is the sum of the waiting time to the SRI and the time from SRI to SR message.
SRI waiting time
The average SRI waiting time wSRI equals half the SRI period, TSRI.
Latency from SRI to SR message

Figure 1 describes the SRI-based SR procedure: the UE sends the contention-free SRI, upon which the eNB sends back a UL grant (G) on the PDCCH that the UE uses to transmit the SR message. The associated latencies are:

· teNB is the eNB processing latency from the reception of the SRI to the transmission of the SR grant. Given the similarity between SRI and ACK/NACK channels on PUCCH, we assume here the same processing latency for the SRI and ACK/NACK: 3 ms.
· tUE is the UE processing latency from PDCCH reception to the transmission of the SR message. This is the same as for any other UL grant: 3 ms – 2 tp, where tp is the one-way propagation delay. We use 2 tp = 0.67 ms as worst-case propagation delay (100 km cell size): tUE = 2.33 ms.
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Figure 1: SRI to SR latency
The resulting total SR latency is τSR-SRI = TSRI /2 + 8 ms.

3.2. Overhead

In RAN1 meeting #52 in Sorrento, it was decided that the SRI multiplexing capacity is 18 SRI per RB/subframe [2]. As a result, the number of RBs, NRB, required to multiplex the resources of NSRI UEs is 
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, where the SRI period, TSRI, is expressed in number of 1ms subframes. The resulting overhead in 5 MHz (25 RBs) is 
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4. Random Access
4.1. Latency

The total SR latency, when sent with the Random Access (RA) procedure, is the sum of the waiting time to the next PRACH slot and the time from PRACH to SR message (message 3 of the RA procedure).
Random Access waiting time

The average RA waiting time wRA equals half the RA period, TRA. The RA period depends on the PRACH slot configuration (Table 5.7.1-2 of [1] for FDD), as listed in Table 1. Assuming the current operating collision probability per UE used in RAN2, 
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 = 0.6432 average RA attempts per RA slot, which translates into 128 attempts/s in 10 MHz. This load corresponds to a “normal” expected RA load [4] and was used to derive the typical system bandwidths one can use with each PRACH slot configuration. 
	PRACH configuration
	TRA (ms)
	Typical System Bandwidth (MHz) 

	0, 1, 2, 15
	20
	1.4

	3, 4, 5
	10
	3 - 5

	6, 7, 8
	5
	10

	9, 10, 11
	3.33

	15

	12, 13
	2
	20

	14
	1
	20, high load


Table 1: Random Access periods (FDD)
Latency from PRACH to SR message

Figure 2 describes the RA-based SR procedure: the UE sends the PRACH, upon which the eNB sends back an UL grant (G) on the PDCCH that the UE uses to locate and decode the RA response (message 2 of the RA procedure) on the PDSCH. The RA response contains, amongst other things, the TA correction and the UL grant to transmit the SR message. The associated latencies have been agreed for FDD in [5] as follows:

· teNB can occur within a RA response window which start and end is broadcasted as part of the system information. The RA response can occur as soon as 2 ms after PRACH reception but a typical value is teNB = 4 ms.
· tUE is the UE processing latency from PDCCH/message2 reception to the transmission of the SR message: 5 ms – 2 tp. Using the same maximum value for tp as in Section 3.1, we get: tUE = 4.33 ms.
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Figure 2: PRACH to SR latency
The resulting average SR latency when the RA is successful on the first attempt, i.e. when no collision occurred, is (in ms): 
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Additional latency components must be added to account for collisions. A collision leads to two possible scenarios:

· Case 1: colliding UEs interfere each other so that the SR message is not decodable at the eNB and reaches the maximum number of retransmissions (no improvement expected from re-transmissions as both UEs keep on interfering each other)

· Case 2: the SR message is decoded at the eNB and the collision is resolved by message 4
	Case 1
	Case 2

	SR msg: retransmission #1
	8 ms
	SR msg ACK / msg 4 trans
	4 ms

	SR msg: retransmission #2
	8 ms
	
	

	NACK reception
	4 ms
	
	


Table 2: Additional latency due to one collision
As can be observed, the worst-case additional latency results from Case 1, 20 ms, to which must be added again the latency of the second RA attempt. Therefore, the resulting average SR latency when the RA is successful after one collision (two attempts) is (in ms) 
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. Similarly, the average SR latency when the RA is successful after n collisions (n+1 attempts) is (in ms) 
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. Moreover, if pcoll is the single collision probability (1%) and subsequent collisions are considered as independent processes, the probabilities that n attempts are required for success are as follows:

· one attempt (no collision) : 1- pcoll
· two attempts (1st attempt collided): (1- pcoll) pcoll
· n attempts (n-1 attempts colliding, and the nth attempt successful): (1- pcoll)(pcoll)(n-1)
The resulting average SR latency is (ms):
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4.2. Overhead

The PRACH overhead depends on the RA load, or offered load G: the PRACH slot density (from Table 1) is adjusted to maintain a number L of available signatures per time unit so that the collision probability 
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 does not exceed 1%.
5. Performance evaluation

We used the above derivations to evaluate the performance of the scheduling request transmission using either the SRI or the PRACH or a combination of these.
5.1. Latency

Figure 3 plots the latency of a scheduling request when sent with the Random Access procedure and with the SRI channel, as a function of the system bandwidth. A nominal offered load is assumed, linearly scaling with the system bandwidth, so that the RA slot configuration and resulting RA period used for a given system bandwidth is according to Table 1. Obviously the SRI latency does not depend on the system bandwidth, therefore two SRI periods are considered, 5 and 10 ms. As can be seen, for the 10 ms SRI period, the RA latency is only worse than the SRI latency for system bandwidths below or equal to 10 MHz. Beyond, the RA latency is either similar or better than the SRI latency. Of course this assumes a “normal” RA load and becomes also true for smaller bandwidth when the RA load increases. For the 5 ms period, the SRI latency is always better, but we will see in the next section that it results in a too large overhead when more then 90 UEs are supported in 5 MHz. It should also be noted than the latency considered in this analysis ends at the SR message transmission, and does not include the additional latency associated with the transmission of this message. On this criterion, the RA outperforms the SRI as it benefits from the performance gap of the 6-RB preamble-based frequency dependent scheduling [8].
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Figure 3: SRI vs Random Access latency
5.2. Overhead

We have first compared the overhead of both PRACH and SRI with respect to the same scheduling request (SR) load. For the SRI, the overhead only depends on the number of supported UE and the SRI period, not the SR load. For the PRACH, the overhead depends on the total SR load, resulting from the number of supported UEs and the average SR rate per UE. This is why four different average SR periods per UE are considered (SR every 1 - 6 s). For each SR load, the best PRACH slot configuration in Table 1 is chosen to maintain the target collision probability below 1%. From the slot configuration, the overhead in 5 MHz is derived. Figure 4 plots the resulting overheads. As expected, SRI overhead is smaller than PRACH overhead for high SR loads, but it is still large at high UE density. In particular, a 5ms SRI period is impractical when the number of UEs exceeds 90. This confirms that:

· The SRI alone cannot handle high density cells which require a PRACH-based fallback mechanism.
· A 10 ms SRI period is a good trade-off between latency and overhead
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Figure 4: SR vs PRACH overhead
In a second step, we evaluate the total overhead resulting from the use of the SRI with PRACH as fallback. The analysis is similar to that shown above, except that the PRACH load is calculated from the “remaining” UEs when the SRI has reached its maximum tolerable overhead. Based on the above conclusions, the SRI period is set to 10 ms. Figure 5 shows the total overhead obtained under the same conditions as above, but with a maximum SRI overhead of 4% (1RB / 5MHz) and 8% (2RBs / 5MHz). The conclusions are:
· The total overhead is smaller when the SRI maximum overhead is kept low and the PRACH handles the remaining UEs.
· Even in that case, the total overhead remains impractical when the UE density reaches ~200 UEs/5MHz and above, which contradicts the 500+ UEs maintained UL synchronized in 5 MHz agreed in the RAN1 LS to RAN2 [3].

 [image: image14.emf]SRI overhead <= 4% (1RB)

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

90 135 180 225 360 540

Nb of UEs

SRI + PRACH overhead in 5MHz

SR every 1s per UE SR every 2s per UE SR every 3s per UE SR every 6s per UE

  [image: image15.emf]SRI overhead <= 8% (2RBs)

0.00%

2.00%

4.00%

6.00%

8.00%

10.00%

12.00%

14.00%

16.00%

90 135 180 225 360 540

Nb of UEs

SRI + PRACH overhead in 5MHz

SR every 1s per UE SR every 2s per UE SR every 3s per UE SR every 6s per UE


Figure 5: SRI with PRACH fallback: total overhead
6. Conclusion

In this contribution, we have evaluated the performance of the scheduling request transmission through the SRI or PRACH channels or a combination of both, and drew the following conclusions:
· The RA latency is either similar or better than the SRI latency for system bandwidths greater than or equal to 10 MHz, at normal RA load, which becomes true for smaller bandwidths when the RA load increases. Given one of the objectives of choosing a contention-free channel for the SR was to minimize its latency, low overhead means of improving the SRI-based SR latency should be investigated. [8] provides a proposal along these lines.
· A 10 ms SRI period is a good trade-off between latency and overhead

· The SRI alone cannot handle high density cells which require a PRACH-based fallback mechanism.

· Even in that case, the total SRI + PRACH overhead remains impractical when the UE density reaches ~200 UEs and above, which unnecessarily constraints the number of active UEs in RRC_CONNECTED and contradicts the 500+ UEs maintained UL synchronized in 5 MHz agreed in the RAN1 LS to RAN2 [3].
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� Two periods of 3ms, one period of 4 ms.
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