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1. Introduction
At RAN#39, a study item was opened on Dual-Cell HSDPA (DC-HSDPA)[1]. Dual-Cell HSDPA is a natural evolution of HSPA by aggregate two 5MHz downlink carriers to create a bigger pipe. It is backward compatible with R7/R6/R5 and R99 devices through seamless interoperation between single-carrier and dual-carrier coverage areas. For operators, Dual-Cell HSDPA enables efficient and flexible spectrum asset utilization. 

We will present the performance gains of DC-HSDPA in this document. In terms of user experience, Dual-Cell HSDPA provides both throughput increase and latency reduction. More importantly, UEs throughout in the whole coverage area enjoy these benefits. In terms of system performance, Dual-Cell HSDPA offers efficient load balancing across carriers and some capacity gain.  
For the ease of presentation, we need to clarify certain terminologies. In TS 21.905, a ‘cell’ is defined as a radio network object that can be uniquely identified by a User Equipment from a (cell) identification that is broadcasted over a geographical area from one UTRAN Access Point. In Dual-Cell HSDPA context for this document, a cell means a radio network object representing a combination of a carrier and a geographical area. The term ‘sector’ is also used in TS 21.905. Here in this document, a sector refers to a geographical area of coverage, i.e. a sector may be associated with one or more carriers. 
2. Downlink scheduler for DC-HSDPA
It is assumed in this document that Node B has a ‘joint-queue scheduler’, namely, the data on both carriers in DC-HSDPA share the same queue at the Node B. 
In a single-carrier case, the priority for user k is computed according to the ‘proportional fair’ metric:
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is the average served data rate computed as the IIR filtered average of instantaneous served rate 
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In DC-HSDPA, the scheduling metric on carrier i is the following: 
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Here
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 is the instantaneous requested rate on carrier i based on CQI and
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are the instantaneous served rates on the two carriers. Here the scheduler in each carrier makes individual decision in choosing users. The only information exchange between the carriers is
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3. Simulation Assumptions

The assumptions in our simulations are quite similar to those in [2]. One major difference is the scheduler as described in Section 2. 

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1 000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Log Normal Fading 
	Standard Deviation : 8dB
Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0
Correlation Distance: 50m 

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
	[image: image23.wmf]dB

3

q

                                                                   

[image: image24.wmf](

)

ú

ú

û

ù

ê

ê

ë

é

÷

÷

ø

ö

ç

ç

è

æ

-

=

m

dB

A

A

,

12

min

2

3

q

q

q

                                                                      = 70 degrees,

                                                                 Am = 20 dB

	Channel Model
	3GPP Mix (30%PA3, 30%PB3, 20%VA30,20%VA120)

	CPICH Ec/Io
	-10 dB

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	UE Receiver Type
	LMMSE with 2Rx for full buffer with 64QAM

Rake with 2Rx for bursty traffic without 64QAM

	Maximum Sector

Transmit Power
	43 dBm per carrier


4. User data rate gain with full buffer traffic
In this section, we assume the number of users per sector is the same in both single carrier and DC HSDPA cases. All the users have full buffers. 
It is reported in [2] that UE data rate is 100% higher in DC-HSDPA than in a single carrier system.  A round Robin scheduler was used in [2]. With the joint scheduling in Section 2, user data rate will increase slightly more than 100% in DC-HSDPA. In Figure 1, the CDF of user throughput when there are 8 users in the sector is plotted. As we see, the throughputs of all the users increase by slightly more than 100%. The extra gain comes from sharing the information on user total throughput between the two schedulers. 
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Figure 1 Distribution of user data rate in DC HSDPA and SC
5. Capacity gain with full buffer traffic 
In this section, we focus on the sector capacity gains. Suppose we have the same number of users per cell (per sector per carrier), DC HSDPA will still provide higher sector throughput. More precisely, if there are two carriers and altogether 2*N users per sector, we define capacity gain as the increase in sector throughput of DC HSDPA with 2*N compared with the sum of two single carrier throughputs with N users in each carrier. 

In practice, there may not be the same number of users in each carrier in the single-carrier system. The capacity and user data rate comparison with unequal number of users in each single carrier is presented next in Section 5. 
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Figure 2 Capacity gain from DC HSDPA with balanced carrier association in the SC baseline
The capacity gain is simulated with different value of N. The result is shown in Figure 2 where the horizontal axis is 2*N. Twice of the single carrier throughput with N users per cell (2*N users per sector) is compared against the DC HSDPA sector throughput with 2*N users. The capacity gain comes from two sources: joint scheduling gain and improved multi-user diversity gain. The multi-user diversity gain is higher in DC-HSDPA because there are 2*N users in each carrier whereas N users in each carrier in the single carrier system. As seen in Figure 2, the capacity gain is more significant with a small number of users: 10% gain with 2*N=4 and 5% with 2*N=16. This is because the multi-user diversity gain and the joint scheduling gain diminish when the number of users is large. 

6. DC HSDPA gain in load balancing

In reality, the carrier association in the single carrier system may not always be balanced between the carriers. When there are unequal number of users, for example, higher number of users in carrier 2 than in carrier 1, carrier 1 will have smaller multi-user diversity gain whereas the users in the carrier 2 suffers throughput reduction relative to users in carrier 1. This imbalance is also an emulation of the common phenomena with non-full-buffer data sources. The DC HSDPA operation automatically balances the load between the carriers in terms of both number of users in each carrier and data traffic. Since multi-user diversity increases with number of users, the load balancing leads to a net gain in capacity. Furthermore, the reduction of throughput for those users in the more crowded carrier does not exist in DC HSDPA. This improves the fairness among the users.

In our simulation, we have compared the DC HSDPA throughput of 8 users in both carriers with those of single carrier systems with equal and unequal number of users in the two carriers. The results are shown below. Figure 4 shows the capacity gain with unequal number of users. As seen there, the capacity gain increases if the carrier association is more and more imbalanced. More striking result is in the fairness. The 5-percentile user throughput in the system is used as a representative of sector edge performance. Figure 5 shows the gain in sector edge throughput when the carrier association is imbalanced. 

These results show the benefit of dynamic load balancing from the DC HSDPA operation. The importance of this gain lies in the fact that most realistic data traffic is not full buffer and therefore the number of simultaneous users in each carrier can not be balanced through carrier association in the practical single-carrier systems. 
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Figure 3: DC-HSDPA sector capacity gain with imbalanced carrier association
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Figure 4: Sector edge (5-percentile) user throughput gain with imbalanced carrier association
7. Burst rate increase from DC HSDPA with bursty traffic

Compared with two single carriers each with N users, DC HSDPA with 2*N users results in a small gain in terms of sector capacity with full buffer traffic data. However, with bursty traffic, DC HSDPA provides a significant gain in terms of latency reduction. A more intuitive performance metric is the ‘burst rate’ defined as the ratio between burst size and the time taken to transfer the burst over the air interface from the time it arrives at Node B. The gain can be seen from queuing analysis and system simulations. 

7.1. Queuing analysis of DC HSDPA latency reduction and burst rate increase
Let’s assume a M/G/1 queuing system. The service rate can be random with any distribution. The arrival process is assumed to be memoryless, namely, the inter-arrival times are exponentially distributed. This model captures many features in the bursty traffic services in the HSDPA systems. 

For one single carrier, let’s denote the arrival rate is  and departure rate is When we have two carriers and twice the number of users, namely, i.e., the same number of users per cell (per sector per carrier), we have another M/G/1 system with arrival rate 2 and service rate 2. It is obvious that the actual service time of each burst is reduced by half in the alternative system. Therefore, to quantify the gain in the burst rate, we need to find the waiting time, which in turn depends on the queue length. If we compress the time resolution to half in the new M/G/1 system with 2 and 2, the queue length dynamic is exactly the same as in the original M/G/1 system with  and . Therefore, the average queue length remains the same but the average waiting time is cut in half. 

The same conclusion can be seen from the Kleinrock-Khinchin formula for M/G/1 queue[3]. The total time for a data burst in the system is 
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where 
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is the second moment of the service time. As we can see, when both  and  doubled, 
[image: image20.wmf]2

m

is reduced to a quarter of its value and the total time in system is reduced by half. 
7.2. Simulation results

We have used the following simple busty traffic model. We assume the burst size to be fixed at 125 kB and the inter-burst time is exponentially distributed with 5 seconds average. This model emulates e-mails or small files downloading. 

We have fully simulated the UE behavior for UEs in the center sector. We have simulated two scenarios for the interference from other sectors: all other sectors always transmit at full power and all other sectors loaded with the same bursty data users. 
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Burst Rates vs Number of Users for full other cell 
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Figure 5 Burst rate performance with fully loaded other cells
The average burst rate performance at different number of users per sector is plotted in Figure 5. It is straightforward to see that the total gain of DC-HSDPA from single carrier can be separated into two parts: at the same average burst rate, two single carriers support exactly twice number of users per sector supported by one single carrier; at the same number of users per sector, DC-HSDPA provides higher average burst rate than two single carriers. If the average downlink utilization is not too high to cause queue buildup for users with poor channels, DC-HSDPA provides twice the average burst rate than two single carriers at the same number of users per sector. 
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Burst Rates vs Number of Users for Partial Other 
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Figure 6 Burst rate performance with partially loaded other cells
The same gain can be also observed in Figure 6 where all the sectors in the system are loaded with the same number of bursty data users. Here the Node B transmits at full power only when it has data. The partial loading results in higher average burst rates for all cases. However, the gain from DC HSDPA remains the same. 

In summary, the simulations show that under low to medium downlink  utilizations, for a given burst rate, DC HSDPA can support more than twice the number of users compared to single carrier HSDPA. The extra gain is from trunking efficiency, as indicated by the queuing analysis above and frequency diversity. 
8. Conclusions
We have demonstrated the gains in system performance with DC HSDPA. Apart from the increase in user data rate and sector capacity, DC HSDPA offers substantial benefit in load balancing and burst rate increase with bursty traffic. These gains, combined with the easy migration from the current HSPA systems, provide an attractive path in HSPA evolution. 
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