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1. Introduction

A UE is required to monitor several sets of PDCCH candidates as often as every sub-frame.  The number of candidate PDCCHs and their configuration in each set are determined by higher layer signalling.  A set of PDCCH candidates with a single aggregation size is called a search space.  A UE shall monitor (perform blind decoding of) all candidate PDCCH payloads possible for each of its assigned search spaces in a given subframe control region. It has been proposed that:

1) A search space is a set of aggregated control channel elements (CCEs) where aggregation size can be 1, 2, 4, or 8 CCEs.  
2) There is one aggregation size per search space.  
3) The candidate PDCCH locations in a search space occur every B control channel elements where B is the aggregation size.  That is, a CCE aggregation begins with a CCE index that is a multiple of B.
4) A UE shall be required to monitor both common and UE-specific search spaces. A common search space is monitored by all UEs in a cell and generally supports a limited number of aggregation levels, DCI format types, and blind decodes compared to the UE-specific search space.  A UE-specific search space supports all aggregation levels with more blind decodes (than common search space) and for some system bandwidths only a subset of UEs in a cell monitor it. A UE-specific search space may overlap with a common search space. 
5) Decoding attempts per payload size (assuming 2 payload sizes per aggregation level):

· 6 decoding attempts of 1-CCE aggregation

· 6 decoding attempts of 2-CCE aggregation

· 2 decoding attempts of 4-CCE aggregation

· 2 decoding attempts of 8-CCE aggregation

6) Starting point of UE-specific search space to monitor is given by hashing function

In this paper, we study the performance of different types of hashing functions mainly from a blocking rate point of view.

2. PDCCH Search Space and Hashing Functions
The 5MHz and 2 control symbol (n=2) case was considered since this is considered the most challenging case using deployment scenario 3.  There are 13 CCEs in a subframe for this case given one PHICH group.  A total of 14 hashing functions (HFs) were studied, see Table 1.  The possible inputs to the HFs include 1) UEID, 2) aggregation level B, 3) logic variable specifying UL or DL, 4) 
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, number of CCEs in a subframe, and 5) subframe number 
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.  A UE’s search space (which may not be unique for each subframe if dependent on B or UL/DL) starts from the position returned by the HF.  When 
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 is used, the starting point is the index corresponding to the left most CCE aggregation consisting of B CCEs.  The search space spans 
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 aggregations of B-CCEs, where search spaces with
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aggregations of B-CCEs within a search space could be consecutive or non-consecutive.  For example, in Figure 1 below, a search space contains 2 aggregations of 4-CCEs, but the first one is consecutive and the second is non-consecutive.

Table 1 – Hashing function definitions
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mod(K(B)x(UEIDx16+Nsf)+L(B),N(B))xB
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R1-081101, use x227 

instead of x16
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HF 3
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set of constants

mod(K(B)x(UEIDx743+Nsf)+L(B),N(B))xB

HF 4
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L(UL,DL)

mod(K(B)x(UEIDx743+Nsf)+L(UL,DL),N(B))xB

HF 5
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primes are replaced by #s 

< 13

mod(K1(B)xUEID+K2(B)xNsf+L(UL,DL,B),N(B))xB

HF 6

same as HF5, use 

L(UL,DL)

mod(K1(B)xUEID+K2(B)xNsf+L(UL,DL),N(B))xB

HF 7 same as HF6, no K2 term mod(K1(B)xUEID+L(UL,DL),N(B))xB

HF 8

dep on UEID and UL/DL 

only

mod(K(UL,DL)xUEID,Ncce) 

HF 9

same as HF8, with 
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Figure 1 - Consecutive or non-consecutive aggregated CCEs
3. Simulations and Results

The simulations were setup for the 5MHz, 13 CCE case (n=2). For each drop, 20 UEs (with random UEIDs) following certain CCE distributions given in Table 2 are generated.  At each subframe, up to 6 DL UEs and 6 UL UEs, which will occupy at most 13 CCEs, are scheduled (that is, if no tree-based aggregation or HF restriction is imposed, all these UEs can be actually scheduled).  Then for each UE, different types of hashing functions are called to generate different starting points.  Then the eNB scheduler will try to assign CCEs based on search spaces defined by these starting points.  If the eNB scheduler finds the corresponding search space with a given starting point cannot accommodate the UE, then this UE is blocked.  Finally two blocking rate metrics are computed. Metric 1 is the ratio of the total number of blocked UEs to the total number of UEs that may have been scheduled if no HF restriction was imposed.  Metric 2 is the ratio of the total number of UEs that may have been scheduled to use both UL and DL but either UL or DL or both were blocked to the total number of UEs that may have been scheduled if no HF restriction was imposed. Although the eNB’s CCE assignment algorithm can be made even more sophisticated (complex) to improve performance in light of blocking, it is not the focus in this work since all hashing functions are subject to the same CCE assignment algorithm, so the comparison (relative results) are still meaningful.  A total of 100 drops with 10,000 subframes per drop were simulated.  For simplicity, the common search space is not considered.  Also the benefit of a common search space for the 5MHz n=2 case is not obvious.
Table 2 – CCE aggregation distribution
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Case 1

0.583 0.391 0.014 0.011

Case 3

0.547 0.410 0.024 0.018


Table 3 – Standard deviation and mean of blocking rate Metric 1 for Case 3
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mean

0.087 0.087 0.087 0.088 0.088 0.088 0.089 0.086 0.086 0.086 0.088 0.088 0.088 0.088

std dev

0.014 0.014 0.014 0.015 0.015 0.015 0.017 0.016 0.017 0.016 0.017 0.016 0.015 0.016

mean

0.115 0.116 0.114 0.112 0.112 0.112 0.112 0.105 0.105 0.105 0.115 0.107 0.107 0.117

std dev

0.019 0.019 0.019 0.019 0.019 0.019 0.020 0.019 0.018 0.019 0.020 0.017 0.016 0.019

mean

-31.7 -33.6 -32.1 -27.2 -27.2 -27.0 -24.8 -22.4 -22.0 -23.0 -30.7 -21.8 -22.2 -33.1

std dev

-33.0 -35.2 -33.7 -21.2 -21.2 -21.7 -18.8 -18.8 -6.1 -22.5 -15.2 -8.8 -7.0 -21.8

Blocking Rate

Consecutive

Non-

consecutive

Reduction of 

Non-cons (%)

 
Table 4 – Standard deviation and mean of blocking rate Metric 2 for Case 3
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mean

0.037 0.037 0.037 0.034 0.034 0.034 0.035 0.033 0.033 0.033 0.035 0.034 0.034 0.038

std dev

0.005 0.005 0.005 0.006 0.006 0.006 0.007 0.007 0.007 0.006 0.007 0.006 0.006 0.006

mean

0.049 0.049 0.049 0.046 0.046 0.046 0.046 0.042 0.042 0.041 0.048 0.042 0.042 0.050

std dev

0.006 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.007 0.006 0.007

mean

-32.5 -34.4 -32.0 -35.6 -35.6 -35.6 -33.3 -25.4 -27.1 -24.8 -37.6 -24.0 -25.0 -33.4

std dev

-23.2 -30.2 -25.9 -14.1 -14.1 -14.8 -6.1 -10.4 -6.4 -18.1 -6.0 -7.1 -5.4 -10.8

UL/DL Blocking

Consecutive

Non-

consecutive

Reduction of 

Non-cons (%)


It can be seen that consecutive search spaces outperform non-consecutive search spaces by a noticeable amount.  Although the non-consecutive search space spreads the CCEs wider and hence is more immune to local “congestions” if the entire CCE space is not too “crowded”, it can be disadvantageous when the number of UEs scheduled approaches the size of the CCE space, given tree-based aggregation. For example, suppose 5 UEs each needing 1 CCE have HF value of 0.  In consecutive case, they will occupy CCEs 0,1,2,3,4.  This can still accommodate 3 2-CCE, or 1 4-CCE PDCCH. However, in the non-consecutive case, if the search space spans alternative CCEs, they will occupy CCEs 0,2,4,6,8. This can only accommodate 1 2-CCE and no 4-CCE PDCCH. When there are many UEs to be scheduled, it is more often to see cases like this.
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Figure 2 - Example of non-consecutive vs. consecutive search space
Under the non-consecutive search space assumption, all HFs behave alike. Dependency of the logic variable UL/DL does improve the blocking rate Metric 2 (noting that HF4 – HF13 depend on UL/DL), but it does not lead to any benefit to blocking rate Metric 1.  Among HF4 - HF13, the best performing are HF8, HF9, and HF10, all being less complex than the other HF.  The dependence on 
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 also does not lead to noticeable benefit.  
With small difference in performance for all the HFs considered then the least complex HF (HF14) may be the best choice but HF8 is proposed since it is only slightly more complex but gives ~ best performance.
4. Conclusion 

It is proposed to adopt consecutive CCE aggregations and hashing function 8 (HF8) for better blocking rate performance.  
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Note the least complex HF (HF14) using consecutive CCE aggregation has only slightly degraded blocking performance (in an absolute sense) to HF8 and might be preferred if it is determined that it would provide a significant reduction in scheduler complexity compared to HF8 or the other HFs.
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One way to further reduce blocking rates (from 8%) is to relax the tree-based aggregation assumption with only a small increase in number of blind detections.
5. References

[1] R1-081101, “PDCCH Blind Decoding-Outcome of Offline Discussions,” 3GPP TSG RAN1 #52bis, 2008.
ANNEX A

Example of smaller ratio of max number of scheduled UEs per subframe to number of CCEs
Another set of simulations were setup for the 5MHz, 13 CCE case (n=2), and at each subframe, up to 6 DL or UL UEs, which will occupy at most 13 CCEs, are scheduled (that is, if no tree-based aggregation or HF restriction is imposed, all these UEs can be actually scheduled).  This leads to a smaller ratio of the max number of UEs that can be scheduled in a subframe to the number of CCEs.  In this case, non-consecutive CCEs in a search space outperform consecutive CCEs in a search space by a small amount.  HF8 remains to have good performance, and HF14 is only slightly inferior (in an absolute sense).
Table 5 – Standard deviation and mean of blocking rate Metric 1 for Case 3
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mean

0.0219 0.0220 0.0224 0.0222 0.0222 0.0220 0.0221 0.0217 0.0216 0.0216 0.0226 0.0221 0.0220 0.0251

standard 

dev

0.0225 0.0226 0.0228 0.0232 0.0232 0.0230 0.0231 0.0227 0.0228 0.0227 0.0234 0.0230 0.0229 0.0223

mean

0.0213 0.0211 0.0215 0.0218 0.0218 0.0216 0.0215 0.0212 0.0211 0.0211 0.0217 0.0216 0.0216 0.0222

standard 

dev

0.0197 0.0196 0.0198 0.0200 0.0200 0.0198 0.0200 0.0199 0.0191 0.0198 0.0199 0.0198 0.0198 0.0219

mean

12.5 13.2 13.1 13.6 13.6 13.6 13.6 12.3 15.9 12.9 14.6 13.9 13.5 1.8

standard 

dev

2.9 4.1 3.7 2.1 2.1 2.2 2.6 2.3 2.7 2.1 3.9 2.4 1.5 11.7
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