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1 Introduction

The current EUTRA working assumption for the downlink control channel is as follows [1][2][3]:

· The control channel is transmitted on NCCE control channel elements (CCEs). 

· The control data for a given UE are sent on a physical downlink control channel (PDCCH), which is built from several contiguous CCEs. Circular buffer rate matching is used to cope with different propagation conditions. 

· The control data for a given UE is identified thanks to the UE Identity, which masks the CRC bits before encoding by the convolutional code. Thus, the UE has to decode the received signal on each candidate control channel (CCH), i.e., to perform one blind decode, in order to check if the information data contained in the candidate CCH is dedicated to the UE or not. A candidate CCH is defined by a CCE aggregation factor and a format (payload size).
· Each UE monitors a subset of NCCH candidate CCHs, signalled by higher layer signalling.
The supported formats for PDCCH are format 0 (UL grant), format 1A (compact DL grant, same size as format 0), format 1 (DL grant for SIMO), format 2 (DL grant for MIMO) and formats 3, 3A (TPC commands) [2]. 

As SIMO/MIMO operation is semi-statically configured, each UE performs mainly PDCCH blind detection in order to identify two grants (UL and DL) from 2 formats (either a downlink grant (format 1 or 2) and an uplink grant (format 0), or one compact downlink grant and an uplink grant (format 0/1A)).
In 3GPP RAN1 #52 meeting, the complexity of PDCCH blind detection was identified as an issue and it was decided that the number of blind decodes for LTE_ACTIVE UEs should be around 40 in total (for all grants).
In order to maximize the detection probability, the UE performs an exhaustive search among all candidate CCHs until the CRC is correct. Therefore, the maximum number of blind decodes NCCH.
We propose to scramble each CCE by a UE-specific scrambling code in order to reduce the maximum complexity for a given NCCH value. This PDCCH scrambling allows for an appropriate ordering of candidate CCHs. Thanks to this ordering, the maximum number of blind decodes can be reduced compared to the exhaustive search without performance degradation.

2 UE-specific PDCCH scrambling
As depicted in Figure 1, circular-buffer rate matching results in coded bit repetition as soon as the coding rate after rate matching is lower than the mother code rate 1/3. Through UE-specific PDCCH scrambling, we can take benefit from these repetitions in order to reduce the maximum number of blind decodes. Indeed, PDCCHs including repetition of coded bits can be easily identified through appropriate correlation at the UE receiver. However, without UE-specific scrambling, PDCCHs including repetitions which are intended for the UE of interest cannot be discriminated from PDCCHs including repetition which are intended for other UEs. As shown in Figure 2, thanks to UE-specific scrambling, only repetitions in PDCCHs intended for the UE of interest remain after scrambling/descrambling operation.
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Figure 1: Repetition inherent to the circular-buffer rate matching 

for coding rates lower than 1/3.
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Figure 2: Effect of scrambling and descrambling operation 

on the control signalling received at UE #1
Thus, UE-specific PDCCH scrambling provides the following benefits:

· Decrease of average complexity: Using a pre-processing algorithm, we are able to perform the exhaustive algorithm in an efficient way. The pre-processing algorithm sorts by decreasing metric the candidate CCHs comprising repetition. The metric for a candidate CCH is based on the correlation of descrambled signals corresponding to repeated coded bits in the candidate CCH. Thus, the exhaustive blind detection algorithm tests the sorted candidate CCHs, finds the CCH intended for UE #j very soon and then stops, which results in a decrease of average complexity. The complexity of the pre-processing mechanism detailed in appendix A of [4] is much lower than the complexity of one blind decode.

· Decrease of maximum complexity: Simulation results in section 3 show that, through non-exhaustive search, the maximum number of tests can be drastically reduced without miss detection probability increase.

3 Simulation results

We compare the performance and complexity of the exhaustive search in absence of UE-specific scrambling with the performance and complexity of a non-exhaustive search on candidate CCHs sorted by pre-processing in presence of UE-specific scrambling. 

The following parameters are used for PDCCH system simulations in this section:
· Mother code: K=7 rate=1/3 convolutional code with tail-biting

· 16-bit CRC

· QPSK modulation

· CCEs distributed over the whole bandwidth

· 6-path TU channel

· Two transmit antennas, two receive antennas

· Channel estimation

· 20 MHz spectrum allocation

· 48 resource elements per CCE

· Payload size: 44 bits (format 0/1A), 58 bits (format 1), 72 bits (format 2)
· MCs rates are shown in Table 1.

· Link adaptation (adaptation of aggregation factor and power control)
· Hexagonal grid, 19 cells, 3 sectors per cell, ISD = 1732m
· Propagation parameters as in TR 25.814, Table A.2.1.1-3.
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Table 1: MCS rates with 48-RE CCEs.

The exhaustive search tests all candidate CCHs without any pre-processing to sort them, until the CRC is correct. The non-exhaustive search tests the candidate CCHs of the sorted list obtained by pre-processing until the CRC is correct or a given maximum number of tests is reached. The latter number sets the maximum complexity of the non-exhaustive search. For all three formats, we first exhaustively search all PDCCHs with aggregation 1 and 2 (some further complexity reduction could be obtained with 44-bit payload size since some repetition already exists with 2-CCE aggregation) and then we perform non-exhaustive search on PDCCHs with higher aggregation factor.
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Table 2: Reduction of maximum complexity with long-term CQI.
We observe in Table 2 the maximum number of tests with exhaustive search and with non-exhaustive search on a sorted list for different subsets depicted in Figure 3. These numbers are valid for payload sizes 44, 58 and 72. The UE is looking here for a single PDCCH. The maximum number of tests in the non-exhaustive search is set in order to guarantee a performance loss compared to the exhaustive search which is insignificant (less than 0.1 dB) for a miss detection probability equal to 10-2. CQI feedback is averaged over a long time period. 

Configuration (8,4,0,2,1) corresponds to a tree based structure [5] on 8 CCEs. This structure provides maximum flexibility over 8 CCEs, since CCEs are distributed over the whole bandwidth and frequency-selective scheduling of control channels will not improve performance. UE-specific PDCCH scrambling does not provide much gain in this configuration. In configuration (8,4,0,2,1), each subset is associated with a different set of 8 CCEs. It only contains a single CCH with aggregation factor 8.
However, it may be useful to increase the flexibility of CCH allocation by increasing the number of CCHs with higher aggregation factor. It is done by sharing some CCHs among different subsets as depicted in Figure 4 and it allows for

· scheduling of several coverage-limited UEs of a same subset in a same subframe [5][6],

· sending several UL grants (one per UL TTI) to a same coverage-limited UE in case of TDD with more UL subframes than DL subframes per frame.

The 3 last configurations of Table 2 offer this additional flexibility. Thanks to UE-specific PDCCH scrambling, this additional flexibility does not result in an increased number of blind detection tests. Indeed, configuration (8,4,0,4,4), which offers 2 and 3 additional CCHs with aggregation factor 4 and 8 respectively, compared to configuration (8,4,0,2,1), requires the same number of blind detection tests. PDCCH scrambling with non-exhaustive search results in a complexity reduction of 30% compared to the exhaustive search. For all subsets in Figure 3, the complexity of the pre-processing is lower than 10% of the complexity of one candidate CCH test.
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Figure 3: Subsets of control channels.

We observe that the maximum number of blind decodes required by the non-exhaustive search is approximately equal to the number of PDCCHs considered as without repetition (aggregations 1 and 2) (Nnorep) plus 2 blind decodes if the UE is looking for a single PDCCH. If the UE is looking for 2 PDCCHs with a same format (one uplink grant with format 0 and one downlink grant with format 1A), the maximum number of blind decodes is Nnorep+3. In total, if the UE performs pre-processing on all formats together, the number of blind decodes a UE has to perform is Nnorep-format0 + Nnorep-format2 + 5, assuming that Nnorep-format2 ≥ Nnorep-format1. In our example, it results in 12+12+5=29 instead of 40 blind decodes for exhaustive search with configuration (8,4,0,4,4). A few more blind decodes are required for PDCCHs for PBCH, RACH response, paging and TPC commands.
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Figure 4: Definition of 4 different subsets of 24 CCHs over 32 CCEs.
4 Summary

We propose to perform UE-specific scrambling of PDCCH in order to enable:

· lower hardware complexity of the PDCCH blind detection,

· lower power consumption for PDCCH blind detection.

· more flexibility in building subsets of CCHs while keeping the total number of blind decodes below 40.
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