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1
Introduction
In RAN1 #49bis Orlando meeting, the large delay CDD precoding structure and parameters were determined and it is reflected in [1]. The adopted large delay CDD precoding significantly improves the robustness of the system and enables a reduced CQI report without degrading the downlink throughput. The key features are:

· The large delay CDD operation is performed among the selected virtual antennas, where the layer-to-virtual antenna transformation is made by RxR DFT matrix for a given rank R.

· The maximum delay increment value (i.e., 1/R) is used between the selected virtual transmit antennas for a given rank R so that the transmission energy of each layer is evenly distributed over the selected virtual antennas.

The adopted structure and parameters fully take the advantage of the large delay CDD precoding, but there is still a room for improvement in terms of UE implementation complexity. In this document, we propose a minimal modification of the specification to minimize the UE implementation complexity without changing any of desirable properties or principles of the large delay CDD precoding described above.
2
Large Delay CDD Precoding
In [1], the large delay CDD precoding is described by
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where 
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 is an R-dimensional input vector representing data layers and 
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 is an NT-dimensional precoding output vector. The parameters NT , R, and k denote the number of transmit antenna, the number of layers (i.e., rank), and the sub-carrier index, respectively. The channel-dependent rank-R precoder 
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 is selected from a configured codebook and the diagonal CDD matrix 
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 and the DFT matrix 
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Rank 1: 
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Rank 2: 
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Rank 3: 
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Rank 4: 
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Note that the large delay CDD precoding operation in (1) is mathematically equivalent to
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where 
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 is a cyclically permuted version of 
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 by k times. Therefore, the large delay CDD precoding can be efficiently implemented by the permutation of the input vector followed by the multiplication of a precoding matrix selected from the codebook 
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On the other hand, we determined the DL precoding codebook 
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 satisfying the following desirable properties as much as possible to achieve efficient PA utilization, low-complexity implementation, and robustness to rank overriding:

· Constant-modulus property

· QPSK (or 8PSK) constellation

· Nested structure

Now, aside from the burden that UE should implement and evaluate two precoding codebooks 
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 to support both the zero delay and the large delay, we note that 
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 does not satisfy any of the desirable properties described above. Though the efficient PA utilization is still achieved in spite of the failure in keeping the constant-modulus property, 
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 certainly increases the precoding implementation complexity and does not meet the nested structure. Furthermore, if we believe that 
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 is a well-optimized design in terms of precoding performance, we cannot predict any advantage of using another codebook 
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. In Appendix A, we verify that 
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 provide nearly the same precoding performances. 
In order to overcome the undesirable properties (mainly in terms of implementation complexity) described above, we propose introducing 
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 in describing the large delay CDD precoding operation such that
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which is mathematically equivalent to
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Eq. (5) does not affect the performance and principle of the original large delay CDD precoding described in (1), but simply replaces the ultimate precoding matrix 
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, significantly reducing the implementation burden: It enables the zero delay CDD precoding and the large delay CDD precoding to share a single codebook 
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 optimized in terms of implementation complexity and precoding performance.
The introduction of 
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 is also beneficial for 2Tx DL precoding, for both the DFT precoder 
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 are transformed to a (scaled) identity precoder unless 
[image: image34.wmf]H

R

R

´

U

 is used.
3. Conclusions

In this document, we proposed a minor modification of the large delay CDD precoding description by introducing 
[image: image35.wmf]H

R

R

´

U

. The modification keeps the same performance and principle of the large delay CDD precoding but changes the effective precoding codebook from 
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, which reduces the implementation complexity when supporting both the zero delay and the large delay CDD precoding and retrieves the desirable properties such as nested structure, QPSK/8PSK constellation, and constant modulus.
Therefore, we recommend adopting the large delay CDD precoding description of Eq. (4) in TS 36.211.
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Appendix A
Precoding Performance – WDU vs. WUHDU

In this section we compare the link throughput performances between the WDU and the WUHDU for the large delay CDD precoding description. 
A.1. Simulation Set-up
Table 1 describes the numerology and the resource allocation for the link throughput simulation. Transmitter, channel, and receiver configurations are as follows:

· CPICH and PDSCH have the same energy per tone per antenna for the full rank data transmission, and the total energy allocated to data tones is evenly divided and allocated only to the active (virtual) antennas for the lower rank transmission 

· Bandlimited white interference and noise

· 5MHz system BW with 3km/h and 30km/h mobility
· Channel model – 4x4 SCM-C, 4x2 SCM-B, and 2x2 uncorrelated TU
· Channel estimator filter length – 1ms

· Feedback delay for CQI and preferred precoding (sub)matrix – 3ms
· Generation of CQI and preferred virtual antenna subset –  Modulation order constrained (up to 64QAM) capacity formula based effective SINR method averaging the MMSE output SINR of individual tones

· Number of parallel H-ARQ processes – 6

· Maximum number of retransmissions – 4 (including the first transmission)

· Adaptive H-ARQ BLER control – 10% BLER target after the first transmission 

· Signal detection – LMMSE

· Sub-band scheduling – 5 sub-bands are assumed in 5MHz system BW, each of which having 5 resource blocks (i.e., 900 kHz BW).

· Data transmission bandwidth and number of data symbols – 5 resource blocks, 11 OFDM symbols (4th – 14th symbols) per TTI
	Slot duration
	0.5 ms

	Subframe duration
	1 ms

	Symbols / Subframe
	14

	FFT size
	512

	Tone spacing
	15 KHz

	Flat guard samples 

(Number of symbols)
	29 (4)

28 (3)

	Flat guard period 

(Number of symbols)
	3.78 µs (4)

3.65 µs (3)

	Window length 

(Number of samples)
	1.04 µs (8)

	Guard tones per symbol
	212

	Pilot Allocation
	See TS 36.211. [1]

	Data Allocation
	5RBs

	Sub-band size (CQI reporting unit)
	900 kHz (5 RBs)

	RB size
	180 kHz (12 tones)


Table 1
Evaluation Numerology 
Table 2 describes the MCS format used for adaptive modulation and coding of each layer, which is composed of 32 entries (but the last 5 entries are reserved). Thus, we need 5 bits for the full CQI description. For the CQI feedback for 2 codewords, we report the 5-bit full CQI for codeword-1 and the 3-bit incremental CQI (ranging from 0dB to 7dB by 1dB granularity) for codeword-2. 
	Packet format index
	Spectral efficiency per layer on the

 1st transmission

(bits/tone)
	Modulation order

	0
	0.259
	2

	1
	0.396
	2

	2
	0.487
	2

	3
	0.579
	2

	4
	0.703
	2

	5
	0.841
	2

	6
	0.969
	2

	7
	1.118
	2

	8
	1.278
	2

	9
	1.444
	4

	10
	1.754
	4

	11
	1.971
	4

	12
	2.204
	4

	13
	2.447
	6

	14
	2.683
	6

	15
	2.922
	6

	16
	3.296
	6

	17
	3.571
	6

	18
	3.828
	6

	19
	4.115
	6

	20
	4.399
	6

	21
	4.681
	6

	22
	4.961
	6

	23
	5.224
	6

	24
	5.461
	6

	25
	5.653
	6

	26
	5.801
	6

	27
	5.801
	6

	28
	5.801
	6

	29
	5.801
	6

	30
	5.801
	6

	31
	5.801
	6


Table 2
MCS Table

A.2. Simulation Results

Figures 1-6 compare the link throughput performances between Eq.(1) (denoted by “WDU”) and Eq.(4) (denoted by “WUDU”). For the UE velocity of 3km/h and 30km/h and the antenna configuration of 4x4, 4x2 and 2x2, we see that the large delay CDD precoding descriptions of Eq.(1) and Eq.(4) show the same performances. Thus, in terms of implementation complexity and desirable properties of the codebook, it is recommended to adopt the description of Eq.(4).    
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Figure 1 Throughput vs. geometry for the CDD precoding schemes with/without 
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 (4x4, 3km/h SCM-C [2], Householder-based precoding matrices [1]).
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Figure 2 Throughput vs. geometry for the CDD precoding schemes with/without 
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(4x4, 30km/h SCM-C [2], Householder-based precoding matrices [1]).
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Figure 3 Throughput vs. geometry for the CDD precoding schemes with/without 
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(4x2, 3km/h SCM-B [2], Householder-based precoding matrices [1]).
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Figure 4 Throughput vs. geometry for the CDD precoding schemes with/without 
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(4x2, 30km/h SCM-B [2], Householder-based precoding matrices [1]).
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Figure 5 Throughput vs. geometry for the CDD precoding schemes with/without 
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(2x2, 3km/h uncorrelated TU [2], precoding matrix set {Identity, DFT, rotated DFT} [1]).
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Figure 6 Throughput vs. geometry for the CDD precoding schemes with/without 
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(2x2, 30km/h uncorrelated TU [2], precoding matrix set {Identity, DFT, rotated DFT} [1]).
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