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1. Introduction
During the RAN WG1 Meeting #49bis in Orlando, a way forward for MU-MIMO was accepted [1]. According to this way forward, MU-MIMO will be optimized for the correlated antenna configuration, i.e., the antenna array will consist of closely spaced antennas. In this case, beams are formed and user separation is provided by assigning to each user a different beam, by spatial division multiplexing (SDMA). One advantage of SDMA is reduced feedback overhead as feedback granularity in time and frequency does not need to be very small [2]. It was also agreed that either the full rank-1 SU-MIMO codebook or a subset of this codebook will be used for the beamforming codebook at the eNode-B. 
In this contribution, we discuss some of the open issues related to the control signaling of MU-MIMO and propose several methods to optimize the proposed MU-MIMO structure. The main areas that are studied in this contribution and our proposals can be listed as follows:
1. Codebook subset selection:  We propose to use the first half of the SU-MIMO codebook as the MU-MIMO codebook resulting in a 3-bit PMI.
2. Control signaling architecture: We propose a control signaling architecture with low overhead. We show that 3 bits are enough to signal both the desired and the interfering vector(s) if the eNode-B does not override the UE decision.
3. Precoding method: We show that unitary precoding at the eNode-B results in significant performance improvement and smaller control signaling overhead by reducing the number of possible combinations of beamforming vectors.
4. Interference vector(s) signaling: We propose to signal the interfering vector(s) in the downlink. The interfering vector(s) can implicitly be mapped to the desired vector by taking advantage of the 1-bit acknowledgment method and the unitary precoding. Efficient signaling using a 1-bit confirmation indicator has also been proposed by some companies such as [10, 11].
5. We discuss the feedback granularity and CQI computation.

As will be discussed below, we are proposing the following for the MU-MIMO way forward:

· The first 8 vectors from the SU-MIMO codebook are used as the MU-MIMO codebook. 

· Unitary precoding is used for downlink transmission.
· 1-bit PMI indicator is used for acknowledging the UE feedback.
· The interfering vector(s) should also be signaled in the downlink for improved performance.
· The total number of control signaling bits to signal the desired and interfering vector(s) can be reduced to 3 bits if the eNode-B does not override the UE decision or the eNode-B uses a default beamforming vector if it overrides the UE decision. An additional 1 bit is needed to signal the number of UEs.
2. MU-MIMO Codebook Subset Selection

In the last RAN1 meeting it was agreed that the rank-1 SU-MIMO codebook defined in [3], or a subset of this codebook, is also going to be used for MU-MIMO. In this section we investigate the characteristics of this codebook and propose a subset that can be used for MU-MIMO.

The rank-1 SU-MIMO codebook for the 4 transmit antenna configuration consists of 16 vectors where each vector is of size 4 x 1. These 16 vectors can be grouped into four sets where each set consists of four orthogonal vectors. If we denote each vector in a set as the column of a matrix, we then have four unitary matrices. Let us denote the vectors as 
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. Then, we have
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. Note that the order of the vectors in a matrix is not important. We can also see that the first 8 vectors 
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 are the same as the vectors that are formed from the normalized first four rows of an 8 x 8 DFT matrix, except with a different order.
2.1. Characteristics of the Codebook
It was agreed that MU-MIMO initially is going to be optimized for a correlated antenna configuration, i.e. SDMA with an antenna spacing of 0.5λ at the transmitter will be used. With this kind of setup, it is possible to form beams and users will be separated by assigning each user a different beam.

For illustrative purposes, let us consider the ideal case of a line-of-sight channel using a uniform linear array.  The channel can be written as 
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 for a 4 x 1 system where 
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 is the angle of departure (AoD) and L is the spacing between the antennas, where we assume L = 0.5λ. If we denote the beamforming vector as w, then the effective channel becomes hw. Note that any of the vectors in the codebook can be used as the beamforming vector, i.e. 
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. The beam shapes for the beamforming vectors in the codebook are drawn in Figure 1-Figure 3.
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Figure 1. Beam shapes for the vectors in M1 and M2
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Figure 2. Beam shapes for the vectors in Matrix 3; each color denotes a different beamforming vector
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Figure 3. Beam shapes for the vectors in Matrix 4; each color denotes a different beamforming vector
To maximize the received SNR, the beamforming vector has to match the channel, but for codebook based beamforming this is not always possible. DFT vectors, however, achieve a close to ideal match making them a suitable choice for a codebook [2]. We can see from Figure 1 that the first 8 vectors in the codebook result in nice beam shapes. Remember that these vectors are the same as DFT vectors. The beams formed by the vectors in M3 are shown in Figure 3; these beams have two main lobes and have reduced amplitude with significant overlap. The beams formed by the vectors in M4 are shown in Figure 4; these beams have completely different shapes and they overlap. Although in a real channel we would see beams different than those illustrated here, these illustrations are useful to see that DFT vectors in fact might better match channels. Also, in some realistic channels, we might have significant line-of-sight components.
2.2. Statistical Characterization of the Codebook
Figure 4 and Figure 5 show some statistical data that illustrates how many times any of the 16 beamforming vectors from the codebook is selected by a UE. The selection criteria that has been used is maximum average SNR; each user estimates the channel, then computes the average SNR over a frequency granularity of 5 resource block (60 subcarriers) for each of beamforming vectors and selects the vector which results in the largest SNR. We assume that the UE speed is 30 km/h and the channel estimation is perfect. The number of UEs is 20, and the average channel gain is the same for all UEs. The channel models that have been used are the SCM-E urban macro with low angular spread and suburban macro channels [4]. From the figures, we can see that for urban macro channel, almost always the first 8 vectors from the codebook are selected by the UEs. For the suburban macro channel, the last 8 vectors are never selected by the UEs. Similar results hold for a speed of 3 km/h. These statistical data proves that the best match for a given channel comes always from one of the first 8 vectors of the SU-MIMO codebook.
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Figure 4. Statistics of the beamforming vectors selected by the UEs for the SCM-E urban macro channel
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Figure 5. Statistics of the beamforming vectors selected by the UEs for the SCM-E suburban macro channel
3. MU-MIMO Precoding Techniques at the eNode-B
The scheduling algorithm at the eNode-B selects multiple UEs that will receive simultaneous transmission on the same frequency and time resources. Each UE’s data is then precoded by using a beamforming vector from the codebook. The precoding vectors for different UEs can be selected in two ways:
· Unitary approach: The eNode-B uses orthogonal beamforming vectors for different UEs, i.e. the vectors are selected from columns of the same unitary matrix Mi.
· Non-unitary approach: The eNode-B can use any two vectors regardless of their correlation, i.e. vectors from different matrices can be used as well as vectors from the same matrix.
Unitary precoding results in reduced inter-user interference and is therefore preferable to the non-unitary approach. Different streams in a SU-MIMO are precoded with orthogonal vectors so that inter-stream interference can be reduced and improved performance can be attained. Also, the performance of the unitary approach for MU-MIMO with various antenna configurations has extensively been investigated and its performance has been quantified [5, 6].
To see the potential benefits of unitary precoding, let us assume that the eNode-B transmits data to two UEs in MU-MIMO. The transmitted signal on a subcarrier can be written as 
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 are the beamforming vectors and 
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 are the data symbols. The received signal at UE1 can be written as 
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, where 
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is the channel between UE1 and the eNode-B and 
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 is additive noise. To maximize the received SINR, eNode-B uses the beamforming vectors that are reported by the UEs to precode their data. The received signal power is
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, and the power is maximized when the beamforming vector matches the channel perfectly, i.e. 
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. In this case, the interference from the other data stream becomes
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. If the precoding vectors are orthogonal, i.e., 
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, we can see that the interference gets completely cancelled.
Now, let us assume that the channel does not perfectly match the beamforming vector, and we have 
[image: image26.wmf]1

HH

=

hw+e

, where e is an error vector. Then, the received signal can be written as 
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. In this case, the interference power becomes 
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. If we have unitary precoding, we can see that the first part of the interference gets cancelled and only the second part is left. Given that 
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is the beamforming vector from the codebook that best matches h, i.e. the magnitude of the error vector e is the smallest possible, the remaining interference power is the smallest possible. Therefore, unitary precoding results in reduced interference power and improved performance. Another advantage of unitary precoding is the CQI computation accuracy [7]. If the precoding vectors are restricted to be orthogonal, then a UE can predict the beamforming vector(s) for the other UE(s) either perfectly (when all vectors in a unitary matrix are used) or with high precision (when some of the vectors in a unitary matrix are used). 
4. Analysis of the Codebook and Precoding Techniques
In this section, we present some simulation results that compare the performance when different precoding techniques and codebook sizes are used. In the simulations, two UEs are scheduled for simultaneous transmission and there are 10 active UEs. The channel model used is the SCM-E urban macro with low angular spread, antenna separations of 0.5λ, and the speed is 3km/h. Each UE feeds back to the eNode-B a channel quality indicator (CQI) every 5 TTIs that is averaged over 5 resource blocks in the frequency domain. The CQI used is the received SNR. The code rates for the non-unitary and unitary approaches are 1/3, and 2/3, respectively. We assume perfect channel estimation and MMSE type receiver where the interfering vector is also assumed to be known. In the non-unitary approach, the eNode-B selects the two UEs with the largest SNR regardless of the beamforming vectors they have selected. In the unitary approach, the two UEs with the largest combined CQI are selected under the condition that they have selected two orthogonal beamforming vectors. The simulation assumptions are given in Table 1.
Table 1 Simulation assumptions
	Parameter
	Assumption

	Carrier frequency
	2.0 GHz

	Sampling frequency
	7.68 MHz

	Transmission bandwidth
	5 MHz

	TTI length
	1 ms

	Number of OFDM symbols per TTI
	14

	Number of resource blocks used for transmission
	5

	Number of active UEs
	10

	Number of simultaneously paired UEs
	2

	Number of Tx antennas
	4

	Number of Rx antennas per UE
	2

	Channel model
	SCM-E urban macro with small angular spread


	UE speed
	3 km/h

	Codebook
	The SU-MIMO rank-1 codebook

	Frequency granularity
	5 RBs

	Time granularity
	5 TTIs

	Antenna separation at the eNode-B
	0.5λ

	Antenna separation at the UEs
	0.5λ

	Coding rate
	1/3 (for non-unitary) and 2/3 (for unitary)

	Modulation format
	16 QAM

	Channel estimation
	Perfect

	Receiver
	MMSE

	Beamforming vector selection criteria
	Maximum SINR (interference is due to the other stream)

	CQI
	Received SINR 

	Power ratio for the two streams
	Equal

	Average channel gain for the UEs
	Equal


Figure 6 illustrates the average block error rate (BLER) for the two streams when the non-unitary approach is used with three different codebook sizes. The codebooks that are evaluated are the full SU-MIMO codebook of size 16, a subset of this codebook of size 8 that only consists of 
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, and a subset of this codebook of size 4 that only consists of 
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. Note that when only 
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 is used as the codebook, the non-unitary precoding reduces to the unitary precoding because 
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 is unitary and the beamforming vectors in 
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 are orthogonal. From this figure, we can see that the performance of the codebooks of size 8 and 16 are the same. The performance of codebook size 4 is, however, significantly better due to the unitary property and reduced inter-stream interference.

[image: image36.png]BLER

10

10

Codebook size 4 (M,)
Codebook size 8 (M, M,)
Codebook size (Full codeook)

16




Figure 6. Block error rates for the non-unitary approach with different codebook sizes (code rate = 1/3)
Figure 7 illustrates the average BLER for the two streams when the unitary approach is used with the same three different codebooks as above. Note that in this simulation the code rate is 2/3. From the figure, we can see that the performance of codebooks of sizes 8 and 16 are the same, whereas the performance of codebook of size 4 degrades significantly. This is due to the fact that the UEs are now limited to select a beamforming vector from a smaller codebook and the vectors in this small codebook might not be optimal for many UEs resulting in reduced SINR. The codebook of size 16, on the other hand, is redundant and a codebook with 8 vectors is enough to capture all the diversity.
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Figure 7 Block error rates for the unitary approach with different codebook sizes (code rate = 2/3)

The simulations presented above prove that MU-MIMO can be used most effectively with a codebook formed from the first half of the rank-1 SU-MIMO codebook and with unitary precoding. The same conclusion has been done in [8], where it was assumed that all 16 vectors in the full codebook were DFT based. Using a codebook of size 8 would be able to decrease the signaling overhead in the uplink and the downlink and as we shall show later, it would help signal the interfering vector(s) in the downlink by using the same control channel structure as the SU-MIMO. Also, it has been shown before that when unitary precoding is used, a large codebook does not improve the performance [5, 6]. The proposed 3-bit unitary precoding structure is general in the sense that it can also be used in MU-MIMO configurations with larger antenna spacing, as investigated extensively before.
In the above results, we assumed that each UE uses the MMSE receiver and knows its own precoding vector as well as the interfering vector. Figure 8 illustrates the performance when the interfering UE’s vector is not known if a codebook of size 8 with the unitary approach is used. From this figure, we can see that the performance degradation is significant when the interfering beamforming vector is not known. Therefore, it is advantageous to signal all of the vectors in the downlink. Note that the performance illustrated in Figure 8 is the worst case; no interference estimation has been used.
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Figure 8 Block error rates for the unitary approach when then interfering beamforming vector is not known
5. Downlink Control Signaling Architecture
The results above show that the performance of MU-MIMO improves when we use the unitary approach, signal the interfering vectors in the downlink and the optimal codebook size is 8. In this section we propose a downlink control signaling structure that does not require any change in the SU-MIMO signaling structure. 
 If the MU-MIMO codebook consists of the 8 vectors 
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in M1 and M2, then the possible combinations of beamforming vectors used for different number of UEs with the unitary approach are shown in Table 2. For example, when two UEs are scheduled for transmission and they are assigned two different vectors from M1, there are (4, 2) = 6 possible combinations. The same is true when the vectors are selected from M2; so the total number of combinations is 12. From the table we can see that the largest number of combinations occurs with 2 UEs. Therefore, all possible combinations can be indicated with at most log2(12) = 4 bits.
In addition to the bits required to signal one of the combinations listed in Table 2, we also need one or two additional bits to indicate the desired beamforming vector. For example, when we have 2 UEs, we need one additional bit to signal which of the vectors in the selected combination is the desired vector. This means that the total number of bits required becomes 5. Similarly, when we have 3 or 4 UEs, we need two bits to signal the index of the desired vector. In these cases, the total number of bits becomes 5 and 3, respectively.
Table 2 Possible combinations of beamforming vectors for different number of UEs scheduled for transmission (black color: beamforming vectors from M1; green color : beamforming vectors from M2)
	Index
of combination
	System

Rank 1

(1 UE)
	System

Rank 2

(2 UEs)
	System

Rank 3

(3 UEs)
	System

Rank 4

(4 UEs)

	1
	u1
	u1,u2
	u1,u2, u3
	u1,u2, u3, u4

	2
	u2
	u1,u3
	u1,u2, u4
	u5,u6, u7, u8

	3
	u3
	u1,u4
	u1,u3, u4
	

	4
	u4
	u2,u3
	u2,u3, u4
	

	5
	u5
	u2,u4
	u5,u6, u7
	

	6
	u6
	u3,u4
	u5,u6, u8
	

	7
	u7
	u5,u6
	u5,u7, u8
	

	8
	u8
	u5,u7
	u6,u7, u8
	

	9
	
	u5,u8
	
	

	10
	
	u6,u7
	
	

	11
	
	u6,u8
	
	

	12
	
	u7,u8
	
	

	Required number of bits for signaling the index
	3
	4
	3
	1


It is possible to further reduce the signaling overhead by taking advantage of the 1 bit PMI indication used for acknowledgement purposes without introducing any scheduling restriction. In this case, it is sufficient to use 2 bits to signal the index of the interfering vector(s) combination. We now explain this structure with an example below. Let us assume that the desired vector is u1. Once the desired vector is selected, the combinations listed in Table 2 which do not contain this vector become irrelevant and these combinations can be omitted from the table. Table 3 shows all the possible combinations that contain the desired vector. We observe that each combination in the new table identifies a distinct combination of interfering vector(s).  For 2 and 3 UEs, there are 3 possible combinations and for 4 UEs there is a single possible combination. Therefore, we need at most 2 bits to signal any one of these combinations and each combination would represent a different set of interfering vector(s).
Therefore, the 3 bits as illustrated in Figure 9 would be allocated as such
· 1st bit: 1-bit PMI indicator. Confirm the beamforming vector fed back by the UE

or override the selection of the UE and use a default beamforming vector that is predetermined and known to the UE.
· 2nd and 3rd bits: 


Signal the index of the interfering vector(s) combination as shown in Table 3 when the beamforming vector is known to the UE (by either confirming UE feedback or using the default 
beamforming vector.
Table 3 The possible combinations of interfering vector(s) and the required number of bits for signaling the interference assuming the desired vector is u1
	Index

of combination
	System

Rank 2e 
(2 UEs)
	System

Rank 3

(3 UEs)
	System

Rank 4

(4 UEs)

	1
	u1,u2
	u1,u2, u3
	u1,u2, u3, u4

	2
	u1,u3
	u1,u2, u4
	

	3
	u1,u4
	u1,u3, u4
	

	Required number of bits for signaling the index of the interfering vector(s)
	2
	2
	0
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Figure 9 Low-overhead downlink control signaling architecture

The UE needs to know the number of interferers to accurately identify which combination to choose in Table 2 or Table 3. To send the number of users to the UE, i.e. the system rank, the rank information bits reserved for SU-MIMO are used. Alternatively, the 7 combinations listed in Table 3, i.e., the number of interfering UEs and the index(es) of the interfering vector(s), can be signaled with 3 bits only as given in Table 4.
Table 4 Signaling scheme for the possible combinations of the interfering vector(s) and number of UEs from Table 3
	Combination of interfering vectors and number of UEs


	Bit 1
	Bit 2
	Bit 3

	u1,u2, u3, u4
	0
	0
	0

	u1,u2
	0
	0
	1

	u1,u3
	0
	1
	0

	u1,u4
	0
	1
	1

	u1,u2, u3
	1
	0
	1

	u1,u2, u4
	1
	1
	0

	u1,u3, u4
	1
	1
	1


If the eNode-B decides to use a different vector other than the one reported by the UE or the default vector, however, it may require at most 6 bits to signal all of the vectors; 4 bits to signal one of the combinations in Table 1; 2 bits to signal the desired beamforming vector within that combination; and 1 bit for the acknowledgment.
6. Conclusions
In this contribution, we have studied several open areas addressed in the MU-MIMO way forward accepted at the RAN1 #49bis meeting and have shown that it is possible to get the optimum performance when a subset of the rank-1 SU-MIMO codebook is used with unitary precoding. We have also shown that it is possible to design a control signaling architecture that is similar to the SU-MIMO architecture and allows the signaling of all used beamforming vectors in the downlink. The proposed MU-MIMO architecture can also be used for different antenna configurations. 
We propose the following for the MU-MIMO way forward:

· The first 8 vectors from the SU-MIMO codebook are used as the MU-MIMO codebook. 

· Unitary precoding is used for downlink transmission. 
· 1-bit PMI indicator is used for acknowledging the UE feedback

· The interfering vector(s) should also be signaled in the downlink for improved performance.

· The total number of control signaling bits to signal the desired and interfering vector(s) can be reduced to 3 if the eNode-B does not override the UE decision or the eNode-B uses a default beamforming vector if it overrides the UE decision. An additional 1 bit is needed to signal the number of UEs.
Although not shown in this contribution, our simulations confirmed that feedback granularity does not need to be fine in the frequency domain when closely-spaced antennas are used at the eNode-B. With a different antenna configuration, a finer granularity might be necessary.
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