
TSG-RAN WG1 #50bis
R1-074375
Shanghai, China, Oct. 8 – 12, 2007
Source:
Ericsson

Title:
Error Detection Reliability of CRC
Agenda Item:
6.3
Document for:
Discussion 

1. Introduction

In order to reduce receiver complexity and power consumption, 24-bit transport block CRC (TB CRC) and 24-bit code block CRC (CB CRC) were agreed in Athens [1] and adopted in TS 36.212 [2].  As illustrated in Figure 1, a TB is first attached by a CRC sequence computed from all bits in the TB.  The entire frame is segmented into N CBs.  A CRC sequence of length L=24 is then computed for and attached to each CB independently.  
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Figure 1 Code block segmentation and CRC attachment.

The generator polynomial of the L-bit CRC sequence in 3GPP Specifications [2, 3] is designed to be the product of (D+1) and a primitive polynomial of degree L−1.  For instance, the generator polynomials for the 12- and 24-bit CRC sequences can be decomposed as


g12(D)
= (D+1)(D11+D2+1),


g24(D)
= (D+1)(D23+D5+1).

If the total frame length is less than 2L−1 bits, then the (D+1) polynomial ensures all odd numbers of errors are detected and the primitive polynomial ensures all double errors are detected.  The minimum distance of the frame is hence at least 4.  The probability of miss detecting a completely random error sequence approaches 2−L for large frames [4].  Hence, to properly detect errors in a code block of up to 6144 bits, the minimum CRC sequence length is 14.  The agreed working assumption for 36.212 is L = 24.

It is the purpose of this paper to investigate the error detection performance of the CRC attachments.  Since it is impractical to simulate error performance of 24-bit CRC sequences in software, analytic performance bounds for CRC-based early stopping rules are first derived.  The accuracy of the model is verified with actual simulation results based on 12-bit CRC.  The analytical bounds are then applied to studying the performance of 24-bit CRC.  The following results are highlighted.

· CB error rates and CB error miss rates

Contrary to a pre-mature observation in [5], CB error miss rates are not lower bounded by a constant.  With proper choices for L and stopping rules (e.g., Imin [6, 7]), this probability can be made vanishing with SNR.  In other words, with proper engineering, CB error rates are not affected by the CRC-based stopping rules at all.

CRC bit sequence orders are discussed in [10].  Simulation results show performance of early stopping algorithms is not affected by CRC bit orders.  For simplified hardware implementations, it is recommended to transmit CRC bits in the natural order.

· Probability of undetected TB errors

Without explicit discussion in Athens, an identical 24-bit CRC generator is to be assumed for both CB and TB levels.  An error sequence passing the CB-level CRC checking will thus automatically pass the TB-level CRC checking.  That is, the additional TB-leveling CRC checking is redundant.  Consequently, the probabilities of undetected TB errors become too high for high data rate TCP applications [9].  

It is recommended to adopt different generator polynomials for the TB and CR CRC sequences [11].

2. Performance on the Code Block Level

Let qi denote the code block error rate after i decoding iterations (without CRC-based early stopping) and p denote the miss detection probability of CRC checking.  CB error events are further classified into two sub-categories: those missed and those detected by the CRC checking:


P(CBE)
= P(CBE ^ Miss) + P(CBE ^ ~Miss).
(2.1)

2.1. Upper Bounds on the CB-Level Probabilities 

In deriving the upper bounds, we treat the miss detection probability of the L-bit CRC as a constant p = 2−L.  All “=” in this section should be regarded as “≤”.
  

2.1.1 No CRC-based early stopping

If a fixed Imax iterations (i.e., without early stopping) are used, we have 


P(CBE ^ ~Miss)
= qImax (1−p),
(2.2)


P(CBE ^ Miss)
= qImax p,
(2.3)


P(CBE)
= qImax.
(2.4)

2.1.2 CRC-based CB decoding early stopping on iteration number Imin, Imin+1, …, Imax
A conventional approach to CRC-based early stopping is to make such stopping decisions based CRC checking results from the first iterations and onward (i.e., Imin = 1).  As observed in [5], this could lead to certain undesirable performance behaviors for certain operation scenarios.  As pointed out in [6] and, in fact, adopted in [7], a straightforward engineering solution is to delay such stopping decision to a later iterations (i.e., Imin > 1).  For instance, since the probability of correctly decoding a CB of K = 6144 bits and code rate r = 0.8 with two iterations in the desirable operation SNR range is zero, setting Imin = 3 does not incur any losses in complexity saving.  A unified performance analysis of these early stopping rules is presented below.

A CB error is detected if and only if CB-level CRC checking fails on all tested iterations:

P(CBE ^ ~Miss)
= qImax (1−p)Imax−Imin+1.
(2.5)

A CB error is missed if and only if the CB-level checking passes on any of the tested iterations:


P(CBE ^ Miss)
= qImin p + qImin+1(1−p)p + … + qImax(1−p)Imax−Imin p.
(2.6)

For small p, these probabilities can be approximated by


P(CBE ^ ~Miss)
≈ qImax (1−(Imax−Imin+1) p),
(2.7)


P(CBE ^ Miss)
≤ p
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P(CBE)
≤ qImax + p
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Contrary to the (pre-mature) error floor observations made in [5], Eq. (2.9) shows the CB error rate is not lower bounded by a constant multiple of p.  Rather, the CB error decreases with SNR at least as fast as qImax + p qImin.  That is, if the length of the CB CRC attachment and/or Imin are chosen such that p qImin << qImax, CRC-based early stopping rules have no impact on the CB error rates.  Similarly, Eq. (2.8) shows the probability of undetected CB errors is neither lower bounded by a constant multiple of p but instead decreases with SNR at least as fast as p qImin.
2.2. Numerical Examples

Since it is impractical to simulate error performance of 24-bit CRC sequences in software, the model presented above is first verified with simulation results for the L = 12 case.  Improved Max-Log-MAP turbo decoder is adopted and the maximum number of decoding iterations is Imax = 8.  Two test cases are shown in Figure 2.  For each SNR point, up to a million blocks are simulated and, hence, accuracy limit of the simulated results is around 10−5.  The performance for the L = 24 case is then calculated with the upper bounds (2.1), (2.5) and (2.6) based on the simulated block error rates, qi, shown in Figure 2.  Accuracy limit of the P(CBE ^ Miss) bound is around p×10−5 and those for the P(CBE ^ ~Miss) and P(CBE) bounds are around 10−5.
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(a) K = 1984, r = 0.4
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(b) K = 6144, r = 0.8
Figure 2 Block error rate rates after i = 1, 2, …, 8 decoding iterations without early stopping.
2.2.1 Results for L = 12

The information block size is set to K = 1984, which satisfies the requirement that K < 2L−1−L.  Code rate is set to r = 0.4.  The error rates are plotted in Figure 3.  It can be clearly observed that neither the CB error rates nor the CB error miss rates are lower bounded by a constant.  With properly engineered choice for Imin (e.g., 3), the CB error rate is not affected by early stopping.  The simulation results also verify the accuracy of the error probability upper bounds developed above.  
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(a) 12-bit CRC-based early stopping with Imin = 1
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(b) 12-bit CRC-based early stopping with Imin = 2
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(b) 12-bit CRC-based early stopping with Imin = 3

Figure 3 Error probabilities of K = 1984, r = 0.4, L = 12 on the AWGN channel.

2.2.2 Simulation Results for L = 12 with CRC Bits in Reversed or Natural Orders

CRC bit sequence orders are discussed in [10].  Simulation results plotted in Figure 4 show performance of early stopping algorithms is not affected by CRC bit orders.  For simplified hardware implementations, it is recommended to transmit CRC bits in the natural order.
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(a) 12-bit CRC-based early stopping with Imin = 1
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(b) 12-bit CRC-based early stopping with Imin = 2
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(c) 12-bit CRC-based early stopping with Imin = 3
Figure 4 Error probabilities from simulations of K = 1984, r = 0.4, L = 12 on the AWGN channel.

2.2.3 Performance Upper Bounds for L = 24
The performance with 24-bit CRC is plotted in Figure 5.  It can be seen the floors to the CB error rates are dominated by the intrinsic error floors of the code at 8-th iteration.  For all cases considered, the CB error rates with early stopping are identical to q8 but with strong potential for hardware complexity saving [8].

Note that a TB error occurs when any of the N CBs is decoded incorrectly: P(TBE) = 1 − (1 − P(CBE))N.  Hence, it can also be concluded that the TB error rates are not affected early stopping rules.
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Figure 5 Computed error rate upper bounds of K = 6144, r = 0.8, L = 24 on the AWGN channel.

3. Probabilities of Undetected Transport Block Errors

What concerns the performance of TCP applications is the probability of undetected TB error events [9].  The ACK/NACK feedback of the TB is supposed to be derived from the 24-bit TB level CRC.  However, two cases should be considered.

3.1. Case with identical generators for the CB- and TB-level CRC

With identical CRC generator polynomial on both levels, an error sequence that is divisible by the CB-level CRC generator will be divisible by the TB-level CRC generator.  That is, the additional CRC checking on the TB level is redundant.  The ACK/NACK feedback of the TB is equivalent to being determined by the CB-level CRC attachments only.  The probability of undetected TB error events is given by


P(TBE ^ Miss)
= 1 − (1 − P(CBE ^ Miss))N,
(3.1)

where P(CBE ^ Miss) is given in Section 2.  For CRC-based CB decoding early stopping on iteration number Imin, Imin+1, …, Imax and small p, we have the following approximations:


P(TBE ^ Miss)
≈ N p
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3.2. Case with different primitive polynomials for the CB- and TB-level CRC

If the primitive polynomials of the CB and TB CRCs are different, an error sequence can pass both CRC checking only if it is divisible by both.  Hence, the TB CRC can further reduce the probabilities of misses.  Noting that (D+1) is common in both CRC generators, the TB error miss rate is given by


P(TBE ^ Miss)
= [1 − (1 − P(CBE ^ Miss))N] × 2−23.
(3.3)

The TB error miss rates are hence reduced by almost seven orders of magnitude.
3.3. Numerical results 

A comparison of TB error miss rates with identical or different 24-bit CRC on the TB and CB levels is made in Figure 6.  The TB error miss probabilities of using identical CB and TB CRC generators are unacceptable [9].
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Figure 6 Upper bounds of undetected TB errors rates.  K = 6144, r = 0.8, N = 25, L = 24 on the AWGN channel.

4. Conclusion

Different generator polynomials should be set for the TB and CR CRC sequences.  A way forward is proposed in [11].
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�It is recognized that error sequences produced by the turbo decoder operated at qi ≈ 1 could resemble completely random sequences.  It is, hence, reasonable to assume the CRC miss detection probability as p = 2−L under such scenarios.  However, as the decoder converges and the block error rate qi « 1, the error sequences are more likely those producing low Hamming weights.  That is, the most likely error sequences should return the constituent encoder back to the zero state.  Since the error sequences are increasingly confined to the space of sequences that are divisible by the feedback polynomial of the constituent encoder (a degree-3 primitive polynomial), the miss detection probability approaches p = 2−(L+3).  A tighter model for the CB-level probabilities can be constructed by making p a function of qi such that p(qi) transits from 2−L to 2−(L+3) as qi decreases from unity.
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