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1. Introduction
The Physical Hybrid ARQ Indicator Channel (PHICH) is used for transmitting ACK/NACK information to UE. It was agreed as a working assumption that the ACK/NACK is first repeated 3 times and spread by an orthogonal code with spreading factor(SF) 4, and then transmitted using space-frequency block coding (SFBC) scheme for transmit diversity. [1][2]
In this contribution, a problem of interference imbalance between specific code pairs is investigated, which occurs when the channel estimation is not perfect and the same orthogonal spreading code is repeated three times. In order to mitigate the interference imbalance, we propose interference randomization techniques for PHICH.
2. Interference imbalance in PHICH
Currently, ACK/NACK information is spread by orthogonal codes with SF 4, transmitted using SFBC for a transmit diversity scheme and repeated three times. Since the following interference imbalance problem is common for the several orthogonal code like Walsh and DFT, we can assume Walsh code as a orthogonal spreading code without loss of generality.

 The Walsh codes with SF 4 are given by
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The PHICH is transmitted through SFBC, the received signals after channel estimation and despreading are represented by two matrices which are approximately given by
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where 
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 and 
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 are gain and interference factor due to the channel estimation errors. D and I represent desired signal and interference components, respectively. For more details on the matrices, see Appendix B. 
In the matrix, each row represents the index of Walsh code used in spreading while each column indicates the index of Walsh code used in despreading. From the matrix I, we see that nonzero elements in I contribute to the desired signal as interference. Precisely, Walsh code pairs 
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 are expected to experience more severe interference than others, which results in interference and performance imbalances among UEs. 
The effect of interference imbalance has been simulated and shown in Figure 1. Simulation parameters and assumptions are shown in Table1. 

Table 1. Simulation parameters and configurations
	Parameters
	Value

	Number of simulation
	50,000 subframes

	Bandwidth
	5MHz

	Transmission method
	CDM with Hadamard sequence (SF 4)

	Amount of REs for ACK/NACK
	12 REs (for 3 repetition) in SF 4 case

	Channel model
	TU

	UE speed (km/h)
	3km/h

	Channel estimation
	Real, DFT-based (RS on first OFDM symbol)

	Receiver
	MRC

	Number of antennas
	2 Tx, 2 Rx (SFBC)
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(a) Power ratio = 1:1


(b) Power ratio = 1:15
Figure 1. Performance of PHICH using conventional Walsh codes (No I/Q multiplexing)

Figure 1(a) shows PHICH performance when only two UEs transmit their signals with the same power using conventional Walsh codes without hopping. Figure 1(b) shows similar results with extreme power imbalance between a pair of UEs; inteferer’s power is 15times larger than desired signal which  can occur due to the big difference of geometry. Due to the pairs 
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, we see that there exist performance imbalance of around 2 dB at bit error rate (BER) of 
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Throughout the Figures in this contribution, ‘◊’ corresponds to the worst pairs 
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, and ‘＊’ to the other pairs.
The same interference imbalance problem can be observed in the I/Q multiplexing case which is simulated and shown in Figure A-1 in Appendix A. The performance degradations in I/Q multiplexing show the same tendency as that of I branch only case, moreover the decision has not been made about whether I/Q multiplexing is used in PHICH or not. Therefore, hereafter all the descriptions and simulation results of I/Q multiplexing case are depicted in Appendix A.
3. Interference randomization techniques for PHICH
A. Modified Walsh codes
First, we propose a modified Walsh code where one of columns in Walsh code is converted to imaginary value multiplied by j. This modification spreads the interference in real and imaginary domains to reduce the combined interference.

One of possible modification of Walsh code is given by
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where the last column of Walsh code is multiplied by j.

Using the modified Walsh codes given in 
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W

, the desired signal matrix D and interference matrix I are changed by
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In the interference matrix I, the interference terms are spread over other index pairs as complex values whose magnitude is reduced from 4 to 
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. Hence, we expect that the interference imbalance problem will be mitigated and randomized among UEs using the modified Walsh codes.
B. Walsh code hopping

Second, we continue to use Walsh codes for spreading, but propose a method which allows us to use a different Walsh code in each repetition for reducing the interference imbalance. For the Walsh code hopping, we present a hopping pattern of each UE for three repetitions. 
From the matrix I in Section 2, the Walsh code pairs 
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 are expected to experience more severe interference than others. For reducing the severe interference from the pairs, we make two groups of Walsh code pairs: 
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, and then try to find hopping pattern in order to minimize simultaneous transmission of Walsh codes in the same group. 
In case all UEs transmit their Walsh codes at the same phase (I or Q), we are able to support up to 4 UEs because SF is 4. For this purpose, we have to design 4 Walsh code hopping patterns for 3 repetitions. Table 1 shows an example of the optimal Walsh code hopping pattern, which guarantees all the patterns to have only one worst code pair during three repetitions. Therefore, the hopping pattern in Table 2 will give the fully randomized performance among all UEs. The detailed derivation of hopping pattern is explained in Appendix C.
Table 2. An example of Walsh code hopping pattern (Total 4UEs are supported)
	Pattern
	Repetition 1
	Repetition 2
	Repetition 3

	p1
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4. Simulation results of interference randomization methods

The proposed two methods are simulated based on the simulation assumptions in Table 1. Figure 2 shows the PHICH performance using modified Walsh code. Compared to the results in Figure 1, we see that the performance imbalance due to Walsh codes has been mitigated by the new codes even if there are still two performance classes at the case of severe power imbalance, where the performance imbalance is within 1.0 dB at BER of 
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(a) Power ratio = 1:1

(b) Power ratio = 1:15
Figure 2. PHICH Performance with modified Walsh codes (No I/Q multiplexing)

Figure 3 shows the PHICH performance using proposed Walsh code hopping pattern in Table 2. Compared to the results in Figure 1, we see that all UE pairs have obtained similar performances due to randomization effects using the Walsh code hopping. Even at the case of severe power imbalance, all UE pairs could obtain similar performances using Walsh code hopping.
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(a) Power ratio = 1:1

(b) Power ratio = 1:15

Figure 3. Performance of PHICH using Walsh code hopping (No I/Q multiplexing)

5. Conclusions

In this contribution, we addressed interference and performance imbalance problems due to channel estimation error of SFBC and conventional Walsh codes. In order to solve the problems, we proposed two options of interference randomization techniques.
· Modification of Walsh code by multiplying 
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 by one of columns in Walsh code
· Walsh code hopping scheme based on the hopping pattern designed to randomize the interference
Through our simulations, we claim that the proposed options are good methods for randomizing interference and solving the performance imbalance problem.
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Appendix A. Performance of PHICH in case of I/Q multiplexing.
The PHICH performances with I/Q multiplexing are shown below. In I/Q multiplexing, PHICH keeps its transmission at either in-phase (I) or quadrature (Q) using a spreading code for three repetitions. The other simulation assumptions are based on the Table 1 in section 2.

Figure A-1 shows that the same interference imbalance problem can be observed in the I/Q multiplexing case.
Figure A-2 depicts the simulation results when we use the modified Walsh code given in below; the total number of worst Walsh code pairs reduced while the worst performance gap kept same.
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Figure A-3 shows the performance results when PHCI is multiplexed on both I/Q and proposed hopping pattern in Table A-1 is used. We can observe that the performance degradation of worst code pairs is narrowed compared to the case of w/o Walsh hopping.

If we use I/Q multiplexing at PHICH transmission, we are able to support up to 8 UEs. I/Q multiplexing can be applied to any Walsh code in the pattern. Table A-1 presents an example of the hopping pattern. In the Table A-1, note that if a Walsh code is transmitted at in-phase (I) for a UE, the same one should be transmitted in quadrature (Q) for another UE. The detailed derivation of hopping pattern is given in Appendix C. In table A-1, there are three cases having worst code pairs: from zero code pair to two worst code pairs.
Table A-1. An example of Walsh code hopping pattern (Total 8UEs are supported)
	Pattern
	Repetition 1
	Repetition 2
	Repetition 3
	I/Q multiplexing

	p0I
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(a) Power ratio = 1:1


(b) Power ratio = 1:15
Figure A-1. PHICH Performance with conventional Walsh codes w/o hopping (I/Q multiplexing)
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(a) Power ratio = 1:1


(b) Power ratio = 1:15
Figure A-2. Performance of PHICH using modfied Walsh codes (I/Q multiplexing)
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Figure A-3. Performance of PHICH using Walsh code hopping (I/Q multiplexing)
Appendix B. Mathematical analysis of interference imbalance

Let 
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 be a Walsh code with SF 4 where 
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 is a LTE-BPSK-modulated Walsh code chip, i.e., 
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. In SFBC of PHICH transmission, received Walsh code chips 
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 at the received antenna 1 are given by
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After a channel estimation procedure, we get the estimates 
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Similarly, 
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Note that we ignore the additive noises for simplicity. Hence, the Walsh code estimate is given by
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If we integrate despreading procedures for all 
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where 
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is a Hermitian of Walsh code matrix given by
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Without loss of generality, ACK/NACK information spread by Walsh codes is assumed to be 1 for 4 consecutive chips. Finally, we obtain
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Note that the desired signal component resides only in the diagonal line of the first matrix D, and all other components in D and I are from interference due to channel estimation errors in SFBC. To facilitate our analysis, let’s assume that 
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over mild channel environments for 4 consecutive chips. Then, D and I are given by
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In this case, the interference comes only from nonzero elements in I. Precisely, Walsh code pairs 
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 experience more severe interference than other pairs. 
If we apply a modified Walsh code W’ introduced in Section 3.A, then we easily obtain the corresponding D and I explained in Section 3.A in a similar way.
Appendix C. Derivation of hopping pattern

From the interference matrix I in Section 2, the Walsh code pairs 
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 are expected to experience more severe interference than others. For reducing the severe interference from the pairs, we make two groups of Walsh code pairs: 
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, and then try to minimize simultaneous transmission of Walsh codes in the same group. 
For mathematical analysis, let each group be mapped to 0 or 1, i.e.,
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Instead of allocating the code directly, let’s assume the bit 0 or 1 is allocated to UE, then each UE selects the actual code from the set corresponding to the allocated bit. Since the simultaneous use of codes in the same bit should be avoided as much as possible in order to minimize interference, therefore we have to minimize the use of same bit in order to maximize the bit difference between two user’s allocated bit sequence. Since the allocated bit sequence for each UE can be thought of as a codeword for each UE, it boils down to the design to maximize the minimum distance among each user’s codeword. 

That is, simultaneous transmission of Walsh codes in the same group is equivalent to designing an (n, k) binary code where each codeword has length n = 3 and its minimum Hamming distance is as large as possible. The dimension k is determined by a total number of UEs to be supported.
i. No I/Q multiplexing: k=2
In case all UEs transmit their Walsh codes at the same phase (I or Q), we are able to support up to 4 UEs because SF is 4. For this purpose, we have to design 4 Walsh code hopping patterns for 3 repetitions. Equivalently, we need to design a (3, 2) binary code where its minimum Hamming distance is 2. From coding theory, it is easily known that the code is a simplex code given by each row of the matrix 
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 shown in Table C-1.
Table 1 shows an example of the Walsh code hopping pattern. Considering the mapping rule, we assign 
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or 
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 to 0, and 
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or 
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 to 1 in each codeword. In 
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, note that each row corresponds to a hopping pattern assigned to one UE, and each column to one transmission repetition. In case all UEs transmit their Walsh codes at the same phase (I or Q), we must assign a Walsh code to only one element in a column for avoiding self-interference. This mapping is optimal since the (3, 2) simplex code is optimal possessing the largest minimum Hamming distance 2 in all codewords. Since all the distance is kept as 2, the hopping pattern in Table C-1 will give the fully randomized performance among all UEs.
Table C-1. An example of Walsh code hopping pattern (Total 4UEs are supported)
	Pattern
	Repetition 1
	Repetition 2
	Repetition 3
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ii. I/Q multiplexing: k=3
If we use I/Q multiplexing at PHICH transmission, we are able to support up to 8 UEs. The only difference in designing a hopping pattern between k=2 and 3 is in the number of UEs to be supported. In this case, we need to design an (n, k)=(3,3) binary code; naturally leads to a code with all binary 3-tuples given by each row of the matrix
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 shown in Table C-2.
Similarly, we assign 
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or 
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 to 0, and 
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or 
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 to 1 in each codeword for obtaining a Walsh code hopping pattern from 
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. I/Q multiplexing can be applied to any Walsh code in the pattern. Table C-2 presents an example of the hopping pattern. In the Table C-2, note that if a Walsh code is transmitted at in-phase (I) for a UE, the same one should be transmitted in quadrature (Q) for another UE.
Table C-2. An example of Walsh code hopping pattern (Total 8UEs are supported)
	Pattern
	Repetition 1
	Repetition 2
	Repetition 3
	I/Q multiplexing
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