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1 Introduction

A work item on optimising 3.84Mcps TDD for DL-only broadcast was stated to have been opened at RAN#36 after CRs had been submitted by Ericsson (without any approved WI) to the WGs.  This was a non-causal process
 which unfortunately prevented other companies from contributing to the work.

The Ericsson CRs relating to the work item have since been rejected.

In this document we discuss the aspects of a system truly optimised for downlink broadcast applications and propose a physical layer structure for DOB.  CRs for the 25.22x series of specifications are provided in [10], [11], [12], [13].

2 Optimising for Broadcast

The title of the work item indicates that the system should be optimised for DL-only broadcast and that it should be based upon 3.84Mcps TDD.

It is evident that the following comprise a set of properties that would be exhibited by a system optimised for DL broadcast:

· High spectral efficiency to maximise content delivery, subscriber choice and hence revenue for the operator

· Large coverage area enabling low capital outlay for the operator

· Efficient UE DRX to enable long battery life and viewing times

· Low UE complexity to enable low UE cost

It is believed that the proposed air interface for DOB in this document provides all of the above desirable properties.  Moreover, analysis suggests that in these areas, performance significantly exceeds that of the previous Ericsson DOB proposal.

3 DOB Work Item Requirements

Work carried out by the working groups on DOB should be in-line with the DOB WI description.  For convenience the WI objectives are reproduced here from [1].  It is understood that the proposal is fully compliant with all of these requirements.

· Configuration of a common primary scrambling code,

· Receiver support for suitable equaliser technology, i.e. similar to Type-2 and Type-3,

· Handling of delay spread in the UE receiver to support reception of MBSFN DOB that supports the assumed deployment scenario (to be discussed by RAN4)

· Ensuring backwards compatibility with the existing UTRA physical layer architectures in existing spectral assignments (legacy UEs should not camp on a dedicated MBSFN DOB carrier),

· Support for 16QAM on S-CCPCH,

· Necessary radio protocol enhancements to support MBSFN DOB operation on a DL only MBSFN carrier

· Minimum UE capabilities related to the support of MBSFN DOB reception and the support of simultaneous services on the unicast carrier

· Iub user and control plane protocols to support MBSFN DOB operation

· UE reception performance requirements for applicable bands for the MBSFN DOB transmission

· BTS requirements for 16QAM transmission on S-CCPCH for applicable bands for the MBSFN DOB transmission

4 Physical Layer Proposal and Description

To satisfy the requirements, the proposed physical layer of DOB:

· Utilises SFN broadcast techniques (transmission of the same waveform from multiple cell sites during a time-aligned period).  For CDMA this is achieved via configuration of a common scrambling code in cells participating in the SFN transmission.

· Is designed to support delay spreads representative of those observed in typical deployments

· Is designed to support type-3 equalisation (dual receive antennas with equalisation)

· Is fully backward compatible with UTRA TDD (i.e. the existing physical layer architecture in the existing TDD spectral assignments)

· Supports 16-QAM

The following features have also been included in the design to optimise it for downlink broadcast:

· Support for low PAPR of the transmitted signal to maximise coverage and spectral efficiency for a given HPA output power, size and cost

· Support for low UE DRX duty cycle via burst-based reception of the desired content.  This maximises channel viewing times and allows for large complexity reductions

· Support for Node-B’s participating in multiple SFN areas

5 Design Details

5.1 Physical Channel Structure

The physical layer is based upon the existing 3.84Mcps TDD physical layer.  A radio frame is 10ms in length and is divided into 15 slots of 0.667(s.  For DOB, all 15 slots are downlink.
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Figure 1 – downlink-only frame structure
A primary intention of the physical layer design is to convey the transmitted content for a given information channel (e.g. TV channel) in low duty cycle burst mode (i.e. the burst rate is significantly higher than the content information rate).  Thus UE DRX is maximally exploited to increase UE battery lifetime and to reduce UE complexity (see Figure 2).
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Figure 2 – principles of burst transmission and DRX
The maximum degree to which this method may be exploited is limited by the maximum burst data rate that the system is able to achieve with the desired coverage.  The DRX duty cycle is then determined by the maximum achievable burst data rate divided by the service data rate.
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It is noted that essentially the optimised broadcast system is a TDMA system since to introduce much of a CDMA component would decrease the burst rate and hence increase the DRX “on-time”.  This degrades user viewing times, increases power consumption (poor battery life) and increases terminal complexity.  Some CDMA usage however can be useful when performing physical layer multiplexing of lower-data-rate control channels (such as MCCH, BCH, MICH etc…).  A CDMA component is also useful if a fixed minimum slot duration is adopted for practical system design purposes and when support for varying service rates is desired.  In this case, the CDMA component can be used to perform physical layer multiplexing of multiple lower-rate services within the fixed slot duration but without further extending the DRX on-time (see Figure 3).
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Figure 3
Hence a blend of TDMA with a moderate (e.g. short code) CDMA component would appear to possess the ideal characteristics for a downlink optimised broadcast system.  Taken in conjunction with the WI requirement to ensure compatibility with existing UTRA physical layer architectures in the existing TDD spectral assignments it would seem natural to select the 3.84Mcps TD-CDMA air interface for DOB.

System simulation results in [2] show that the achievable timeslot (burst) data rate for the 3.84Mcps TDD air interface when using SFN transmission is of the order of 4Mbps through to almost 9Mbps depending on the deployment scenario.

The worst-case TDMA duty cycle occurs for the lowest deployed burst rate and for the highest service rate.  With typical anticipated mobile TV service rates of the order of 256kbps (and a maximum of 512kbps – see the UE capabilities for MBSFN in [3]) it becomes apparent that the worst-case DRX fractional “on-time” is of the order of 1/8th (for a 4Mbps burst rate deployment and a 512kbps service).  For more typical service rates of 256kbps this on-time fraction reduces to around 1/15th which coincides nicely with the TD-CDMA physical layer structure.  From this perspective it would therefore seem that the TD-CDMA physical layer is well suited to the burst-mode transmission of broadcast data with the correct parameters to ensure that optimum benefit may be gained from efficient DRX at the UE.

A comparison of DRX duty cycle “on” times (expressed as percentages) between TD-CDMA and Ericsson DOB is provided below in Table 1.  The TD-CDMA air interface design is able to reduce the DRX “on” times by a factor of around 4 compared to Ericsson DOB.  Hence it is better optimised for downlink broadcast applications.

Table 1 - Construction of bearers for throughput vs duty cycle comparison (QPSK)
	MBMS service rate / kbps
	construction of bearer
	duty cycle

	TD-CDMA MBSFN

	512 kbps
	2 slots, QPSK
	13.3%

	256kbps
	1 slot, QPSK
	6.7%

	128kbps
	1 slot, QPSK, inter-TTI = 2
	3.35%

	64kbps
	1 slot, QPSK, inter-TTI = 4
	1.68%

	Ericsson DOB

	512 kbps
	SF4, QPSK, inter-TTI = 2
	50%

	256kbps
	SF4, QPSK, inter-TTI = 4
	25%

	128kbps
	SF4, QPSK, inter-TTI = 8
	12.5%

	64kbps
	SF4, QPSK, inter-TTI = 16
	6.25%


5.2 Channel Estimation and Support for Multiple SFN areas

For broadcast systems the UE requires that a pilot signal is provided which is common to the cells participating in the SFN data transmission of interest (i.e. the cells transmitting the user’s desired content must all transmit the same pilot).  This ensures that the composite SFN propagation channel characteristics may be ascertained by the UE for the purposes of data (i.e. MTCH) demodulation.

It is further important that the transmission of this pilot information occurs within a limited time period surrounding the data transmission itself such that the derived channel response information is valid during the data reception period.

Systems which are optimised for downlink broadcast are able to flexibly deploy SFN areas of different sizes within the same network.  This is a key component of the system which allows for localised service delivery as well as wider-area (e.g. national) coverage of particular content using the same network infrastructure (i.e. locality-sensitive distribution of information).

In this scenario, cells may belong to multiple SFN areas.  Take for example the case in which local traffic bulletin information is delivered over a region covering the city of Bristol in the UK.  This information is not of interest to users commuting home in Manchester who are more concerned about the status of the metro-link tram system.  However, the national news is of potential interest to users both in Bristol and in Manchester.

By assigning the local and national content to different TDMA regions (i.e. slots) and by appropriate assignment of slot-specific scrambling sequences, three SFN areas may be established on two slots.  These SFN areas are shown diagrammatically in Figure 4 and carry the following content as shown in Table 2:

	SFN area
	Content delivered
	Slot index
	Scrambling code index

	A
	BBC news
	1
	1

	B
	Bristol travel (local)
	2
	1

	C
	Manchester travel (local)
	2
	2


Table 2 – distribution of locality-sensitive information via multiple SFN areas
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In a similar example in Figure 5 it is clear that each Node-B belongs to two separate SFN areas, local and national.  In this example, the control signalling and the local service slots belong to the local SFN areas B and C for each Node-B respectively whilst the national service slot of both Node-Bs belongs to a common national SFN area A.
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Figure 5 – frame configuration for Node-B participation in multiple SFN areas
In order to provide such flexibility of service deployment, the individual Node-Bs must be capable of transmitting SFN-area-specific pilot signals.  Thus it is required that the Node-Bs are able to transmit a pilot signal associated with each content type (control cluster, local cluster, national cluster).

The existing 3.84Mcps TD-CDMA physical layer is able to support such functionality due to the use of TDM between these content types.  Slot-specific pilot signals embedded within each slot duration are present and hence may be used for timely channel estimation of the time-local content (burst-oriented transmission).  Such pilots are referred to as midambles due to their existence in the middle portion of the burst (see Figure 6).  By linking the assigned slot-specific scrambling code to an associated slot-specific midamble, the Node-B may then belong to multiple different TDM SFN areas, limited only by the number of available slots in a radio frame (15).


[image: image7.wmf]data payload 1

 

midamble

 

data payload 2

 

1 slot

 


Figure 6 – burst structure
It is noted that such flexible functionality is also provided for by the LTE physical layer.

However, this functionality is not supported by the FDD WCDMA physical layer (as was proposed by Ericsson for DOB) due to the reliance on CDM for pilot, control and content multiplexing.  Thus, the Ericsson proposal would not seem to be optimised for broadcast.  The fundamental restriction to CDM pilots and lack of native support for time-varying pilots and TDM service delivery precludes it.  Thus the Ericsson proposal would not be able to support the desired flexible deployment of regional and national MBMS services and cannot be recommended for DOB.

5.3 The link between PAPR/CM, coverage and spectral efficiency

The existing 3.84Mcps TDD mode may operate with spreading factors 16 or 1 on the downlink.  SF16 is often used for low-rate control signalling and whenever there is a need to multiplex at the physical layer dedicated or shared channels for different users within the same slot.  SF1 may be used (in preference to multiple SF16 codes) for high rate transmission to single (or multiple in the case of p-t-m) users, or for transmission to multiple users on common channels using higher layer multiplexing techniques.

As discussed in section 5.1, high rate burst transmission is highly desirable for systems which are optimised for broadcast delivery.  As such, the need to multiplex services within a slot happens only when the services are lower rate than the burst rate of the system multiplied by the minimum DRX “on” time fraction (15 in this case).  If the system is correctly designed then it should often be the case that SF1 can be selected for transmission of a service.  When this is not the case, either CDMA transmission or SF1 with higher layer multiplexing of services can be used.

The primary advantage of SF1 over its CDMA (SF16 multicode) counterpart is that the peak-to-average power ratio (PAPR) of the transmitted signal may be significantly reduced.  The preferred measure of PAPR adopted in 3GPP is the cubic metric (CM).

PAPR/CM is not normally of great concern for cellular basestations due to the fact that the link budget is normally uplink limited and due to the fact that increases in transmit power obey a law of diminishing capacity returns in an interference-limited deployment.

However, for systems optimised for broadcast, the PAPR/CM becomes of far more relevance.  The root cause of this change in the paradigm is that SFN transmissions increase capacity due to their ability to transform interference signal energy into wanted signal energy.  SFN networks are therefore inherently thermal noise-limited and not interference limited.  Add to this the fact that there is no corresponding uplink (except for the uplink associated with the supporting unicast layer which would anyway tend to be more densely-planned than the broadcast layer) and one quickly arrives at the conclusion that any available increase in transmit power for SFN broadcast networks translates directly into either capacity gain (for the same coverage) or coverage gain (for the same capacity).

Transmission power may be increased by buying a larger, more power-hungry and more costly power amplifier for the network infrastructure equipment.  Alternatively (and more economically for the operator), the useful output power may be increased without the need for a power amplifier upgrade by reducing the CM of the transmitted waveform.  We therefore assume that a system optimised for broadcast would be one with low CM.

The proposed physical layer for this work item based upon the 3.84Mcps UMTS TDD physical layer is designed to support SF1 for S-CCPCH transmission with low CM and hence can be considered as better optimised for downlink broadcast than systems limited to CDMA operation (such as the previous Ericsson physical layer proposal).

This can be clearly seen from the cubic metric analysis reproduced below from [4] in which the Ericsson physical layer proposal for DOB exhibits significantly increased cubic metric compared to the 3.84Mcps TDD physical layer for QPSK/16-QAM respectively.  The increase is observed for both QPSK and 16-QAM modulation and for various service rates, and varies between 2.1dB and 3.5dB for an apples-to-apples comparison.

	
	Technology applicability
	Approximate service rates
	Cubic metric

	SF1, QPSK
	TDD only
	14 × 256kbps / 56  × 64 kbps
	1.43 dB

	SF1, 16QAM
	TDD only
	28 × 256kbps / 112  × 64 kbps
	2.55 dB

	25×SF32 (QPSK) + 13×SF64 (QPSK) + 1×SF256 (QPSK) *
	FDD only
	38 × 64kbps
	4.92 dB

	58×SF64 (QPSK) + 11×SF128 (16QAM) + 1×SF256 *
	FDD only
	69 × 64kbps
	4.99 dB

	3×SF4 (QPSK) + 1×SF256 (QPSK) *
	FDD only
	12 × 256 kbps
	3.80 dB

	7×SF8 (16QAM) + 1×SF256 (QPSK) *
	FDD only
	28 × 256 kbps
	4.65 dB


* P-CPICH allocated 10% power.  P-CCPCH, P-SCH and S-SCH not considered.

Table 3.  Cubic metric results

As aforementioned, such reductions in CM allow for increases in effective radiated power for the same power amplification device and these translate into increased capacity and coverage for the broadcast system without additional capital outlay.

System-level simulation results performed during the MBMS Enhancements Study Item [2] were provided for a 3.84Mcps TDD physical layer employing SFN transmission and 16-QAM.  However, these results assumed CDMA operation using SF16 multicode and hence required an increased PA backoff compared to the SF1 case.

Results presented in [4] updated these simulations to incorporate the effects of a conservative reduced PA backoff of 2.4dB and 2.1dB for QPSK and 16-QAM respectively.  The results are reproduced below where the increase in SNIR (and corresponding increase in inter-site distance for a given SNIR/bearer rate) can be seen.
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Figure 7.  SINR vs. Inter-site distance, m.
Link level simulation results reveal that a 256kbps bearer using the 3.84Mcps TDD physical layer requires of the order of 6dB C/I [5].  Thus the reduction in CM can be translated into an ISD increase and it can be ascertained that cell area is increased by around 30-35% [4] compared to the previous TDD MBSFN system simulation results of [2].  The results of [4] are summarised in Table 4 below.

	Scenario
	0dB power boost
	2.1dB power boost
	2.4dB power boost

	
	ISD, m
	ISD, m
	Cell area increase
	ISD, m
	Cell area increase

	I
	1780
	2012
	28%
	2050
	33%

	II
	3280
	3727
	29%
	3782
	33%

	III
	1780
	2012
	28%
	2050
	33%

	IV
	1965
	2252
	31%
	2295
	36%


Table 4.  Increase in ISD and cell area for fixed bearer rate (256kbps).
Alternatively, the spectral efficiency may be substantially increased whilst maintaining the same ISD.  These gains are summarised in Table 5 and can be seen to be substantial (of the order of 30%).

	Scenario
	ISD, m
	0dB power boost
	2.1dB power boost
	2.4dB power boost

	
	
	C/I
	C/I
	Increase in spectral efficiency
	C/I
	Increase in spectral efficiency

	I
	1780
	6dB
	8.0
	30%
	8.2
	33%

	II
	3280
	6dB
	7.9
	28%
	8.1
	31%

	III
	1780
	6dB
	8.0
	30%
	8.2
	33%

	IV
	1965
	6dB
	7.9
	28%
	8.2
	33%


Table 5.  Increase in C/I and spectral efficiency for fixed inter-site distance.
We note that when the performances gains outlined in Table 4 and Table 5 are applied to the absolute performances of [2], the resulting system significantly exceeds the performance offered by the proposal of [6] and hence it can be concluded that the proposal contained herein is better-optimised for downlink-only broadcast operation.

5.4 Terminal complexity considerations (micro-DRX and macro-DRX)

The introduction of mobile TV into handsets without imparting a significant reduction in battery life represents a challenge both for systems designers and integrators.  3GPP is clearly not involved at the systems integration level but is able to improve things from a systems design perspective.

With burst mode transmission as described in section 5.1 the DRX cycle runs faster than the TTI (referred to here as “micro-DRX”).  In this instance the number of information bits that are received during the TTI is simply equal to the service rate multiplied by the TTI length.

The previous DOB proposal from Ericsson attempted to implement a form of DRX but due to the constraints of the physical layer design, this had to be performed with a duty cycle longer than the TTI itself (i.e. the UE has to be on for the whole of a TTI but then could be off for a number of TTIs before receiving the next).  This is referred to as “macro-DRX”.

However, macro-DRX carries somewhat of a penalty in terms of UE complexity which shall be explained in the following.

Due to the lack of reception by the UE during “off” TTIs, in macro-DRX the active TTI itself must carry more information bits than for micro-DRX.  For example, the transport block set size for a 512kbps service with 80ms TTI transmitted using macro-DRX with an on:off ratio of 1:1 is equal to 5120 * 8 * 2 = 81,920 bits.

The corresponding transport block set size for micro-DRX with the same on:off ratio however is equal to only 5120 * 8 = 40,960 bits.

This is shown diagrammatically in Figure 8.  The red-shaded blocks constitute the volume of data that must be processed as one “lump” by the UE (i.e. the unit of data over which transport channel coding and interleaving is applied).  Notice that the red area in the upper figure is half of that in the lower figure.
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Figure 8 – principles of micro-DRX and macro-DRX
The average data rate is the same in each case.  However, the lump size is double for the case of macro-DRX.  This doubling would then be further increased for lower on:off ratios (i.e. when trying to achieve better DRX).

The consequence of an increased lump size is that the RAM required for storing the channel-coded bits prior to decoding and the RAM required for associated deinterleaving and other transport channel processing functions is generally proportional to the lump size.

Thus, even though the service rate is 512kbps in the above example, when implemented as 50% duty cycle macro-DRX, many parts of the UE are in-fact twice as complex as they should be (i.e. they are the same as would be required for a 1.024Mbps-capable UE).  This is further clearly evident from the existing MBSFN UE capability requirements of [3].

The requirements for FDD MBSFN (equivalent to Ericsson DOB) from Table 4.13a-2 of [3] show that for a DRX on:off ratio of 1:1 (i.e. an inter-TTI interval of 2), the UE must be able to handle transport block set sizes of 81,920 bits.  The corresponding value for TDD MBSFN at the same maximum service rate capability however is approximately half of this value.

Furthermore, the transport channel processing RAM size required within the UE to support the 512kbps service at a code rate of 0.6 would be 136,530 bits for Ericsson DOB verses 68,267 bits for the 3.84Mcps TDD physical layer.  In fact, looking at Table 4.13a-3 of [3], the only physical channel configurations that would be able to support 512kbps for Ericsson DOB with a code rate of less than 1 would be those highlighted in Table 6 below.  This represents a factor of 225% of the TDD RAM size for the same 512kbps service.

	SF
	bits/symbol
	TTI
	phy bits / slot
	channel bit RAM (number of soft bits)

	8
	4
	8
	1280
	153,600

	8
	4
	4
	1280
	76,800

	16
	4
	8
	640
	76,800

	32
	4
	8
	320
	38,400

	64
	4
	8
	160
	19,200

	128
	4
	8
	80
	9,600

	256
	4
	8
	40
	4,800

	4
	2
	8
	1280
	153,600

	8
	2
	8
	640
	76,800

	16
	2
	8
	320
	38,400

	32
	2
	8
	160
	19,200

	64
	2
	8
	80
	9,600

	128
	2
	8
	40
	4,800

	128
	2
	8
	40
	4,800

	256
	2
	8
	20
	2,400

	256
	2
	8
	20
	2,400


Table 6 – FDD/DOB soft buffer sizes for MBSFN
Thus, for macro-DRX (characteristic of Ericsson DOB), the silicon die size and hence cost of the receiver transport channel processing within the terminal is significantly increased when compared to that of a receiver based on a 3.84Mcps TDD transport channel processing design at the same service rate.  3GPP should strive to maintain competitiveness within the global market and selecting macro-DRX over micro-DRX is not in line with such an aim.

One further consequence of employing macro-DRX as opposed to micro-DRX is that the frequency of delivery of transport blocks to higher layers is reduced.  Although the latency of transmission is not so important for streaming media, it is likely to have an adverse impact on user experience due to increased channel switching times when a user is ‘surfing’ for desired content.

We therefore conclude that micro-DRX would form a part of any system that is optimised for downlink broadcast such that UE complexity is minimised and the quality of user experience is maintained.  This requirement is not met by the previous DOB proposal of [6].

5.5 Compatibility with existing physical layer architectures in existing spectral assignments

One of the key requirements of the DOB work item is to maintain compatibility with existing technologies resident within the existing TDD spectral assignments.

It is of some concern that the Ericsson DOB proposal is not compatible with TDD synchronisation procedures.  The TDD physical layer utilises one or two SCH transmissions per 10ms radio frame.  UEs have been designed to search for such signals in these bands.

Due to the transmission of multiple (15) synchronisation channels within the Ericsson DOB frame, a TDD (e.g. R6) UE takes of the order of 15 times longer to reject a DOB cell and hence more than 15 times longer to find a R6- capable cell: this is seen as an unacceptable degradation in user experience.  New releases of 3GPP specifications must be backwards compatible with previous releases. It would set an unwelcome precedent and would undermine market confidence in 3GPP if a new release were adopted that was not backwards compatible with existing releases and deployments.
In order to fix this problem we propose to adopt a physical layer design for optimised broadcast that utilises the same synchronisation channel signal design as for existing UTRA TDD.

5.6 Delay Spread

Due to the use of SFN transmission techniques, the effective channel delay spread observed by the UE can increase compared to the case of single cell transmission, thereby demanding the ability to increase the channel estimation window in the receiver.  As aforementioned in section 5.3, the use of SF1 is seen as an important facet of a system optimised for broadcast and hence the use of TDM pilots becomes a natural choice (since CDM pilots preclude the use of SF1).

The proposed physical layer increases the “interference-free” window available for channel estimation purposes by increasing the cyclic extension of the midamble base code in 3.84Mcps UTRA TDD.  The cyclic extension is of length 128 chips (labelled “ext” in Figure 9) and is therefore capable of supporting delay spreads of 33μs.  Analysis presented in [7] suggests that the choice of 33μs is sufficient to cater for commercially-attractive deployment cases.  We therefore consider this aspect of the design to have been suitably optimised for downlink broadcast.  Suitable base codes with desirable properties for channel estimation are provided in [8].
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Figure 9 – support for extended delay spreads via pilot extension
5.7 Burst Structure

The physical layer of 3.84Mcps TDD for previous 3GPP releases contained guard periods in between consecutive slots of the radio frame.  These are present to allow for switching time between DL and UL, and also to provide margin for timing advance of UL transmissions.  They furthermore facilitate the use of block-based equalisation architectures for the receivers.

For the case in which all slots are downlink (as would be the case for a dedicated downlink carrier for broadcast), the need for UL/DL switching is removed.  The purpose of the guard time is then limited to enabling the use of block-based equalisation.

However, removal of the guard period creates extra room for transmission of data and hence can increase the spectral efficiency of the physical layer.  The guard period represents 6% of the total payload volume of burst type 4 (see [8]).  As such, gains from guard period removal are moderate, but should nonetheless be considered if the goal is to fully optimise the system for broadcast.  The analysis presented in [7] reveals that gains are indeed of the order of 5 to 6%.

Although this gain is small, we may wish to consider it as one of the optimisation criteria for downlink broadcast.  The suggested design of the DOB burst structure is given in Figure 10 below (there is no guard period).
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Figure 10 – DOB burst structure
5.8 Receiver Types

Receive diversity affords a large increase in spectral efficiency for broadcast systems.  Although much diversity exists already due to the macro-diverse nature of the SFN channel and long TTIs, receiver diversity also offers significant SNIR improvement due to the noise-limited characteristic of SFN systems which translate into spectral efficiency or coverage gains.

The use of wideband transmission coupled with short spreading factors (16 or 1) demands the use of equalisation in the receiver.  Thus, the use of receive diversity with equalisation (type-3 advanced receiver) should form the benchmark for MBSFN reception performance.

The proposed physical layer may be received using existing type-3 advanced receiver technology.

6 Conclusion

This paper has discussed the various technical areas of optimisation we consider important for broadcast system design in the context of the work item “MBSFN Downlink Optimised Broadcast for 3.84Mcps TDD”.

The details of a DOB physical layer structure that meets all of the requirements of the work item have been presented.  It is shown that this physical layer provides many benefits for the broadcast application.  Primarily these are:

· Support for high spectral efficiency via:

· SFN transmission

· 16-QAM modulation

· Type-3 advanced receiver technology

· Low PAPR/Cubic-Metric waveform

· Optimised burst structure

· Flexible support for multiple SFN areas via:

· Burst-oriented transmission with burst-oriented pilots

· TDMA separation of SFN areas

· Support for low UE complexity and low power consumption via:

· Use of transmission structures compatible with micro-DRX

The design is furthermore fully compatible with existing technology in the TDD bands.

Advantages compared to the Ericsson DOB physical layer are listed as follows:

· 30-35% increase in spectral efficiency or area coverage

· Support for multiple SFN areas (e.g. national/local) at the same Node-B

· 55% reduction in transport channel processing RAM requirements at the UE

· Improved channel switching times and user experience

· 4 times reduction in DRX cycle “on” time, significantly increased battery life

· Compatibility with UTRA TDD and absence of disruption to existing TDD cell search

We recommend that the above physical layer is adopted by RAN WG1 for DOB.

CRs are provided in [10],[11],[12],[13] which if approved would complete the necessary work for the DOB work item.  A draft LS communicating the decision to other WGs (Cc: RAN) is provided in [14].
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Figure � SEQ Figure \* ARABIC �4� – local and national SFN areas provided via the same infrastructure























� A system is causal if it does not depend on future values of the input to determine the output.





_1248793470.unknown

_1248794726.unknown

_1248797494.unknown

_1248797912.unknown

_1248795901.unknown

_1248794689.unknown

_1248792849.unknown

_1248792915.unknown

_1248792613.unknown

