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1. Introduction

During 3GPP TSG RAN WG1 #46 in Tallinn it was decided that the physical resource block (PRB) shall consist of a number M = 12 sub-carriers, [1] and [2]. 

This definition yields some changes of the LTE system characteristics and necessitates some adjustments of the DL Resource block allocation signaling.

2. Problem description
In [6] the authors propose a separate coding of the Cat. 1 L1/L2 control information. They also propose “bitmap signaling” for localized transmission, e. g. [7], and the “tree based approach” for distributed transmission, e. g. [8].

However, if bitmap signaling together with separate coding of Cat 1 information will be applied without any restrictions on the whole bandwidth, the number of resource assignment bits for a 5 MHz system will be 25. For a 20 MHz system even a number of 100 resource assignment bits would be need to be spent for each user.

Therefore, we propose to discuss more efficient signaling methods also for localized transmission, especially when separate coding shall be applied.

3. Solution proposal

As mentioned above, for a 20 MHz system up to 100 bits have to be reserved, if bitmap signaling is applied to the whole bandwidth. With this kind of scheduling the complete scheduler flexibility can be achieved. 

In order to save bits in the Cat 1 resource assignment field, some constraints on the possibilities for the Resource block allocation will be necessary. These constraints must be well considered, because they will influence the flexibility of the scheduler to a certain extent.

We propose to save control signaling bits by introducing not too restrictive constraints. Two  possible such constraints can be either a split bitmap based signalling approach or a combinatorial resource area signaling approach. This can flexibly be combined with a distributed virtual resource block definition (D-VRB).

3.1. Reduction to 5 MHz as Baseline 

We propose to divide the entire frequency band into partitions of approx. 5MHz as frequency diversity or frequency selectivity can already well be achieved in this or smaller bandwidth. For this purpose, one or two branch bits are needed for the 10 MHz and 20 MHz bands, respectively. Once a partition is selected, its resource assignment can be signalled either by using a combinatorial approach or by using a split bitmap approach as described in the following two sections

Further if more bandwidth e.g. the whole bandwidth shall be assigned to a UE it is proposed to apply a method to use the same UE ID a second or third time together with e.g. a concatenation bit. In these cases, when so large parts of the whole bandwidth are allocated, there is at the same time  little need to address many more other UE IDs. So the control channel capacity is sufficient to do so.

3.2. Combinatorial approach
3.2.1. Introduction

In frequency-selective resource assignments, a 5MHz band is usually segmented into a small number of resource areas (resource area = contiguous resource blocks with equal assignment), e.g. the band with 25 RBs may be segmented into four areas.

00000|1111111|000000|1111111

In this case, it would be sufficient to solely signal the positions of the cuts. As there are 3 cuts necessary for four areas and 5 bits per cut (since there are 26 possible cuts), one would need 3*5 bits = 15 bits for the cut plus 1 bit for the classification of the first area instead of 25 bits in the case of a bitmap.

Yet, the signalling of the cut positions is still not very efficient, as it does not take into account the following:

1) Once a cut is defined, there are less possibilities for the next cut (as there is no sense in choosing the same cut again). It is therefore possible that less signalling bits are necessary.

2) Cut positions are signalled independently of each other, although permutations do not matter. This is a waste of resources.

This means that, instead of using 3*5 bits = 3* ld(32) bits = ld(32*32*32) bits = 15 bits for the cuts, it is sufficient to use ld(
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Starting position= 20 ; received  indicator_ value= 12  

12>= 10 , i.e. no cut at 1 st  pos.; subtr.  10      indicator_value=2  

2<6, i.e. cut at  2 nd  pos.;  indicator_value=2    

2<3, i.e. cut at 3 rd  pos.;  indicator_value=2    

2>= 1 , i.e.  no cut at 4 th  pos.; subtr.  1       indicator_value=1    

1>=1, i.e.  no cut at 5 th  pos.; subtr.  1       indicator_value=0    

0<1, i.e. cut at 6 th  pos. ;     top of triangle     STOP  

) bits = ld(
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As there are only
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 possibilities to make k cuts in a frequency band with n blocks, we are proposing to take into account only these possibilities in order to save signalling resources, because 
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 can be mapped onto a smaller number of bits than the  
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possibilities of a Bitmap. In this context, it is necessary to do the mapping in a systematic way so that both the sender can easily convert the cut positions into a suitable bit combination (indicator value) and the receiver can readily reconvert this combination into cut positions. Please note that the length of the indicator value depends on k, so the combinatorial approach is even more efficient if variable payloads in the control channel signaling are allowed. A suitable algorithm can be found in the Annex.

3.2.2. Application to both selective and distributed assignments

In contrast to the frequency-selective assignments with only few resource areas where it makes sense to signal the positions where neighbouring resource blocks differ in their assignment, in frequency-distributed assignments, we propose to explicitly signal positions of assigned individual resource blocks instead of changes in the assignment between neighbouring blocks. This can be done using the combinatorial 
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-approach as well.

When assuming a fixed payload, it is necessary to choose an upper limit for k. In the following we assume a maximum k=6, i.e. in the frequency-selective case we allow a maximum of 3 resource areas (3 beginnings + 3 ends) in the 5MHz band. In the frequency-distributed case we assume a maximum of 6 individual resource blocks. Therefore, it is necessary to signal the size of the assignments and the distributed/selective mode. This can be done with three bits as follows:

000: k=2, selective, 1 resource region

001: k=4, selective, 2 resource regions

010: k=6, selective, 3 resource regions

100: k=4, distributed, 4 assigned RBs

101: k=5, distributed, 5 assigned RBs

110: k=6, distributed, 6 assigned RBs

The cases “distributed, 1, 2 and 3 assigned RBs” can be covered by “selective, 1, 2 and 3 resource region”, thus the combinations 011 and 111 remain unused in the list above. They can be reserved for other purposes. The first bit is used to distinguish between the frequency-selective and frequency-distributed mode.

3.2.3. Comparison to full bitmap in 5 MHz

	
	Signalling of  mode and “k”
	Net info
	Total

	Bitmap
	0
	25
	25

	Combinatorial
	3
	18
	21


Table 1: Number of bits necessary to signal the resource assignment in a 5MHz band 

Hence the performance gain with the given constraints is 16%. Please note that this gain could be even higher if variable payload were allowed.

3.3. Split bitmap based approach for DL resources

Another constraint introduced in the allocation possibilities can also be to split the resources in upper half and lower half of frequencies e.g. 13 upper and 12 lower PRBs in 5 MHz and signal this branch by one bit in the allocation. In the case of 10 MHz there could be two splits corresponding to two branch bits and the allocation would then address a quarter (2.5MHz). In case of 5 MHz the allocation example is shown in Figure 1.
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Figure 1: Split bitmap with signaling of lower or upper part by a branch bit

This method for downlink allocations has the advantage that the constraint is not too restrictive. It considerably reduces the amount of signaling bits and still allows a sufficient flexibility for different scheduling approaches. Especially it

· still allows addressing of one frequency diverse or one frequency selective (localized) allocation in “one shot” without signaling an allocation type.

· still allows that even after some “pointed” FDS allocations with few signaling, the rest of a then fragmented spectrum can be allocated to other UE’s in order to preserve the spectral efficiency

· allows that distributed VRB allocations can also easily be mapped in, in order to schedule small packets, and for VoIP

In the scheme a UE id could also be used twice to address two parts of the spectrum. A concatenation or non-concatenation of the assignments to the same UE with the same MCS is for further study and related to the L1 multiplexing discussion.

3.4. Comparison in 5 MHz and 10 MHz and Advantages

	Method
	Combinatorial Approach
	Split Bitmap

	Bandwidth
	5 MHz
	10 MHz
	5 MHz
	10 MHz

	Number of signaled bits
	21
	22
	14
	15

	Constraints
	Freq.-selective mode:

up to 3 arbitrarily placed resource areas* of any size;

Freq.-distributed mode:

up to 6 arbitrarily placed resource blocks
	In one addressing only one area of 2.5 MHz accessible.
	


* resource area = contiguous resource blocks with equal assignment
The advantages of both proposed signaling methods are that:

· a fixed payload is transmitted in the control channel for the resource allocation

· the signaling amount scales approximately linearly with the bandwidth, so if the bandwidth doubles twice as many UEs need to be scheduled which fits in the also doubled control channel size.

3.4.1. Integration of distributed virtual resource blocks (D-VRB)

D-VRBs can be defined and introduced as described in [4, 5]. They can be allocated by persistent scheduling or by the DL control channel. In order to address a part of the D-VRB, the bits of the same bitmap can be used and a single bit in this map again corresponds to the part with the size of a PRB. Favorably such a predefinition or mapping should be according to [5, Fig.6] with ND=3.

4. Conclusion and Proposal

The proposals in this paper have mainly been triggered from the Tallinn PRB size decision. 

Therefore we propose to consider the presented strategies as the Split bitmap based approach or the combinatorial resource area approach with the capability of 3 resource areas for the case of 5 MHz as baseline to save bits for the DL resource allocation.
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Annex (Coding/decoding algorithm for 
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The following algorithm reads the binomial coefficients from Pascal’s triangle. Rows and columns in the triangle are numbered starting from 0, values outside the triangle (negative n or negative k) are defined to be 0.

sender (coding) side:

indicator_value = 0;

row_counter = n;

column_counter = k;

for(i=0; i<n; i++)

{


if(cut at position i)


{


           row_counter--;


           column_counter--;

}

else

{

           indicator_value = indicator_value + triangle(row_counter-1,column_counter-1);

           row_counter--;

}

}

send(indicator_value);

receiver (decoding) side:

indicator_value = listen();

row_counter = n;

column_counter = k;

for(i=0;i<n;i++)

{


if(indicator_value < triangle(row_counter-1,column_counter-1))


{


           write(‘X’);
// indicate cut at position i


           row_counter--;


           column_counter--;


}


else


{


           write(‘O’);
// no cut at position i


           indicator_value = indicator_value – triangle(row_counter-1,column_counter-1);


           row_counter--;


}

}

Complexity of the algorithms:

- run-time: O(n)

- persistent memory: O(n*k)  for the lookup table of Pascal´s triangle.

Graphical interpretation of the algorithm (Sender):
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Starting position= 20 ; initial  indicator_value=0  

No cut at 1st pos.; Add  10 ;  indicator_value=10  

Cut at 2nd pos.; Add 0;  indicator_value=10  

Cut at 3rd pos.; Add 0;  indicator_value=10  

No cut at 4th pos.; Add  1 ;  indicator_value=11  

No cut at 5th pos.; Add  1 ;  indicator_value=12  

Cut at 6 th  pos.; top of triangle    STOP  and SEND indicator_value= 12  
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Graphical interpretation of the algorithm (Receiver):
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If a  cut  is present,   move to the upper left  position  

If no cut is present,   move to the upper right;   add the value represe nted by the upper left  position to the indicator value  

current position  

upper left position   (if cut is present)   upper right position   (if no cut is present)  
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If   indicator_value < value of the upper left position,    a cut is present; move to the upper left  

If    indicator_value >= value of the upper left position,     no cut is present; move to the upper right;   subtract the value represented by the upper left position  from the indicator_value  

current position  

uppe r left position   (if cut is present)   upper right position   (if no cut is present)  
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