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1. Introduction
It was agreed in the Orlando RAN1#49bis meeting [1] that the S-SCH design is based on two interleaved M-sequences of length 31. It was also proposed [2] and agreed in Orlando that the S-SCH sequences are scrambled by PSC-specific scrambling codes, in order to randomize the interference between cells that belong to the same nodeB (i.e., sectors, which share the same S-SCH but have different P-SCH). The argument given in [2] is illustrated in figure 1 (borrowed from [2]): Scrambling randomizes the interference from a neibhbor sector, as well as avoids collisions in one of the short codes of a neighbor nodeB (i.e, another cell group. Note that the S-SCH interference issue is based on the assumption that, typically, a cell-group would correspond to the 3 sectors of a physical node B.)
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Figure 1 – Concept of P-SCH specific scrambling for S-SCH (borrowed from [2])
We note that in addition to interference-randomization, another problem may occur in neighbor-cell search if the S-SCH is common to all the cells in the group. Consider  a UE located in between cell-groups (nodeB’s) X and Y, as depicted by the blue circle in figure 2: If all channels viewed by the UE are flat, or if non-coherent detection is used, cell Y1 can be easily mistaken by the UE for cell X1. This is so because the PSCH will indicate a strong sector 1 while the SSCH will indicate a strong X nodeB.  Thus, although for initial search this is not a problem since the strongest cell is X0,  for neighbor-search the UE will not know whether the strongest neighbor cell is Y1 or X1, and will need to measure both. Thus we stongly support the need for the S-SCH to be cell-specific, rather than being common to all cells in the group.
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Figure 2
In the RAN1 #50 meeting the choice of PSC-specific scrambling codes was left open. Another open issue is the mapping of 340 SSC codes on the 31x31=961 available code pairs. In this contribution we propose to replace the PSC-specific scrambling by a PSC-specific mapping, thus closing both open issues with a single scheme. This mapping scheme mitigates the above problems in a more efficient way than P-SCH specific scrambling.
Throughout this contribution we refer to cells of the same nodeB as “sectors”, and we assume that typically a cell-group would correspond to the 3 sectors of the node B. We denote the two interleaved M-sequences by A and B short codes.
2. PSC-specific scrambling vs. PSC-specific mapping
As argued above, there is an advantage in having cell-specific S-SCH. Cell-specific S-SCH can be defined either by PSC-specific scrambling of a group-specific SSC, or by having a cell-specific mapping.
There are two disadvantages of P-SCH specific scrambling: One is the loss of the near-orthogonality of the M-sequences, and anothre is an increased SSC-detection complexity.

While the scrambling randomizes the interference between neighbor cells of the same nodeB, it generally increases the interference between neighbor cells of different node B’s. Consider figure 2: The SSC  of neighbor node-B’s are different, and, without scrambling, retain the low cross correlation properties of the M-sequences which ensure low interference. But with scrambling added, and with neighbor cells having different P-SCH’s, the scrambled S-SCH’s will now interfere more with each other. The increase in the interference would be on the average around 15 dB for flat fading, which is the difference between the M-sequence interference (~ 1/31) and a general PN interference (~ 1/(sqrt(31)). Note that in neighbor-cell search situations the cell of interest may be dominantly interfered by one strong cell, which is the serving cell. Thus an extra 15 dB reduction of this interference would be significant.

Another disadvantage of PSC-specific scrambling has to do with complexity of the SSC detection in case of non-coherent detection: Without scrambling, all cell of the nodeB will be detected with a single Hadamard transform (for M-sequence detection). But with scrambling, the detector will need to repeat the Hadamard transform multiple times, once per PSC candidate, because the S-SCH will need to be unscrambled differently for each PSC before the Hadamard.
An alternative method to PSC-specific scrambling is to have a PSC-specific mapping of the SSC codes, i.e., to have cell-specific SSC codes. This idea cannot be trivially implemented under the current working assumption because each of the short codes is assumed to carry 31 codes, so there are only  31x31 SSC codes, whereas for cell-specific codes there is a need for 340x3=1020 different SSC.  

However, there is a simple solution to this problem: The number of indexes of the short codes can be trivially increased from 31 to 32: The 31-long sequence of {-1,-1,…..-1}, although not being an M-sequence, obeys the cross correlation properties of M-sequences: its correlation with any one of the M-sequences is equal to -1. Thus the number of available SSC codes increases to 32x32=1024.
3. PSC-specific mapping of S-SCH codes
In the previous section we have shown how to increase the number of available unique SSC codes to 1024 by adding a 32’nd sequence of {-1,…-1}  to the 31 M-sequences. Here we describe a mapping of the 340x3 = 1020 SSC codes  unto the indexes of the A and B codes.
Good mapping has two goals:

1. Simple to implement in both direction: generation of the A and B indexes from the PSC Id,  group ID, and frame-timing, and vice versa.
2. Minimize the number of collisions of sub-sequences (A or B) between sectors. Note that although we ensured that the full SSC sequences are disjoint between sectors, there may still be collisions between short codes.
Table 1 shows a partitioning of 1020 unique SSC’s  into 3 disjoint sets, each of size 340. With this mapping each cell group has 3 unique SSC’s for its 3 sectors. Moreover, with this partitioning 9/10 of all the cell groups have also disjoint A-codes for their 3 sectors. We choose such a partitioning in order for this scheme to be optimal also when short-code specific scrambling is applied (see next section).
Table 1 is augmented by a mathematical transformation rule between the A/B indexes and the set of PSC-index, group-ID, and timing hypothesis (recall that the 340 hypotheses are built from 170 group ID’s and two possible SCH timings in the frame (subframe #0 and subframe #5). This mapping is presented in the appendix.
	PSC index
(cell in a group)
	SSC A index
	SSC B index

	0
	0-7
	0-31

	
	24-25
	0-31

	
	30
	0-15

	
	31
	16-19

	1
	8-15
	0-31

	
	26-27
	0-31

	
	30
	16-31

	
	31
	20-23

	2
	16-23
	0-31

	
	28-29
	0-31

	
	31
	0-15

	
	31
	24-27


Table 1: Partitioning of 1020 SSC’s between 3 sectors (i.e., between the 3 cells with different PSC’s)
4. Scrambling of 2nd S-SCH short code

With the split of the SSC into two short codes, spurius detections of group-ID’s that correspond to mixes of two strong cells are possible. I.e., if two strong cells have the codes (A1,B1)  and (A2,B2), then, in certain scenarios, neighbor-cell-search may be misled to find also mixes such as (A1,B2) and (A2,B1). It has been proposed in [3] to avoid this situation by scrambling the 2nd code (B) by a scrambling code that is specific to the index of the 1st code (A).  

The PSC-specific mapping outlined in the previous section is independent of the short-code scrambling scheme. However, the two are consistently designed in one respect: the short-code scrambling suggests that a good network planning strategy would be for neighbor cell-groups to have different A-indexes. The mapping rule in table 1 is such that 90% of all cell-groups will also have different A-codes for all their sectors.

The design for the above short-code scrambling should minimize the highest cross-correlation between any two possible pairs of different scrambled B-codes. Because a product of two M-sequences from a given family (i.e., a primitive polynomial) result in another M-sequence from the same family, good candidates for scrambling codes would be M-sequences from another family than that used for the SSC codes (i.e., x^5+x^2+1). 

Since we need 32 (rather than 31) scrambling codes for the 32 indexes of the 1st short code, we reuse the same idea that was used to increase the number of short codes from 31 to 32: we add a 32nd scrambling code of {-1,…-1}.
Four M-sequence families comprise good scrambling codes, yielding a small maximal cross correlation between any pair of scrambled short codes. They are listed in the appendix.
5. Neighbor Cell Search Simulation 

We simulated neighbor cell-search for a cell-edge UE. The simulated network layout is shown in figure 3. Six cells were explicitely simulated while the rest of the network was simulated by white noise. The SCH codes and parameteres follow the working assumption in [1] and the latest 36.211. The following parameters were motivated by cell ID planning, geometry, and antenna pattern calculation:
Cell#


      1,   2,   3,    4,    5,     6
Cell-group Id                           0, 32,  32,  98,  64,  130
Sector index                             0,    1,   2,    1,    2,     1

Relative delay [usec]                0,    0,   0,    1,     1,    3
Relative received Power [dB]  0,  -6,  -8, -11, -11, -17 
Noise relative power               -9 dB
Note that following the above-mentioned network planning principle, the cell-group indexes were chosen such that all cells would map unto different A codes. Then, the 3 left sites map into one B-code, and the the sites on the right map into another B-code.
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Figure 3: simulated network layout
The search algorithm retains one cell-group candidate for each PSC time/index hypothesis. Detection was performed on every SCH symbol without accumulation over successive SCH symbols. Successful detection of given cell at a given 5ms interval means that this cell is in the candidate list for that interval.

Detection probabilities for the 6 cells are plotted in figure 4. 
[image: image3.emf]1 2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

TU30, UE location = A, Coherent, DetectProb

cell number

DetectProb

BPSK-MSEQ

BPSK-NONE

MAPP-MSEQ

MAPP-NONE

NONE-MSEQ

NONE-NONE

 [image: image4.emf]1 2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

OPF30, UE location = A, Coherent, DetectProb

cell number

DetectProb

BPSK-MSEQ

BPSK-NONE

MAPP-MSEQ

MAPP-NONE

NONE-MSEQ

NONE-NONE

 [image: image5.emf]1 2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

TU30, UE location = A, Non-coherent, DetectProb

cell number

DetectProb

BPSK-MSEQ

BPSK-NONE

MAPP-MSEQ

MAPP-NONE

NONE-MSEQ

NONE-NONE

[image: image6.emf]1 2 3 4 5 6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

OPF30, UE location = A, Non-coherent, DetectProb

cell number

DetectProb

BPSK-MSEQ

BPSK-NONE

MAPP-MSEQ

MAPP-NONE

NONE-MSEQ

NONE-NONE


Figure 4: detection probabilities for the 6 simulated cells.
Legend for figure 4:

“mapp-mseq” = PSC-specific mapping  
      &  M-seq scrambling of the 2nd short code

“mapp-none”  = PSC-specific mapping  
      &  no scrambling of the 2nd short code

“bpsk-mseq”  = PSC-specific BPSK scrambling  &  M-seq-scrambling of the 2nd short code

“bpsk-none”   = PSC-specific BPSK scrambling  &  no scrambling of the 2nd short code

“none-mseq”  = PSC-common SSC

       &  M-seq-scrambling of the 2nd short code

“none-none”   = PSC-common SSC 
       &  no scrambling of the 2nd short code

For the schemes with no PSC-specific mapping, the code mapping was such that the first 11 indexes of the A sequence and all 31 indexes of the B-sequence formed 341 SSC ID’s. Three BPSK PN sequences were used for the PSC-specific scrambling.

Results are shown for both coherent and non-coherent detections, and for two channels: TU, and flat (one-path), both with 5Hz fading. Focusing on the two strongest neighbor cells, cell #2 (-6 dB) and cell #3 (-8 dB), the two highest scoring schemes are the PSC-specific mapping scheme without and with a 2nd short code scrambling. The lowest scoring scheme overall is the one with PSC-common SSC and no scrambling of the 2nd short code. 
We also note that the performance of non-coherent detection is not drastically lower than coherent detection, even with with a dispersive channel like TU.

6. Conclusions
We presented A PSC-specific mapping scheme of the cell-groups ID’s unto the SSCH A/B short codes, which is based on trivially increasing the number of short-codes from 31 to 32. This scheme alleviates the need for PSC-specific scrambling and has an advantage over the latter with regard to both complexity and performance. 
The complexity of non-coherent detection is reduced becaues the Hadamard transform can be computed once for scoring all PSC candidates at once. 
The performance gain over PSC-specific scrambling is due to the retaining of the near-orthogonality of the M-sequences between all cells. 
The PSC-specific mapping shows a small performance gain over PSC-specific scrambling, both with and without an additional  2nd short-code scrambling. We prefer not to scramble the 2nd short code because scrambling results in higher complexity: Multiple Hadamards of the 2nd short-sequence is required for each viable candidate of the 1st sequence.
Although we observe no gain for the 2nd short-scrambling, a set of 2nd short-scrambling codes is given for completeness.

In summary, we recommend PSC-specific mapping of group-ID’s to short-codes without any scrambling: It has both better performance and lower complexity than PSC-specific scrambling. We also find that 2nd short-code scrambling has no visible performance advantage while it increases complexity.
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8. Appendix
8.1. cell ID to short-codes mapping rule
We define the transformations from a pair of {A, B } indexes to the set of {PSC-Id, group-ID, frame-timing}, and vice versa.

The binary representation of A and the B indexes is denoted by:
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Let’s define an operator bit() for extracting the binary bits from a decimal variable:
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Where x is the decimal variable, N is the number of bits we want to extract, and 
[image: image9.wmf]N

n

n

n

n

,...,

,

,

3

2

1

 are the bits locations. For example:
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The transformation from a pair of {A, B} indexes to the set of {PSC-Id, group-ID, frame-timing} is given by:
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Equation 1
The reverse transformation is given by:
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Equation 2
8.2. Short-code scrambling

The following M-seq families have small cross correlation with the SSC M-seq code family (X^5+X^2+1). A family contains 31 cyclic shifts of the sample sequence below:
Polynomial = X^5+X^4+X^3+X^2+1

1  1  1 -1 -1 -1  1 -1  1 -1  1  1 -1  1 -1 -1 -1 -1  1  1 -1 -1  1 -1 -1  1  1  1  1  1 -1

Polynomial = X^5+X^3+X^2+x+1

-1  1 -1 -1  1  1 -1 -1 -1 -1  1 -1  1  1 -1  1 -1  1 -1 -1 -1  1  1  1 -1  1  1  1  1  1 -1

Polynomial = X^5+X^4+X^3+X+1

1  1 -1 -1  1  1  1 -1 -1 -1 -1  1  1 -1  1 -1  1 -1 -1  1 -1 -1 -1  1 -1  1  1  1  1  1 -1

Polynomial = X^5+X^4+X^2+X+1

1 -1 -1 -1  1 -1 -1  1 -1  1 -1  1  1 -1 -1 -1 -1  1  1  1 -1 -1  1  1 -1  1  1  1  1  1 -1

32 short-code scrambling codes are generated by picking one of the 4 families, and adding to it an “all -1” sequence:

-1 -1 -1 -1 - 1 -1 -1 -1 -1 -1 -1  -1  -1 -1 -1 -1 -1  -1  -1  -1 -1 -1  -1 -1 -1  -1  -1  -1  -1  -1 -1
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