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1. Introduction

A circular buffer structure was agreed in RAN1#49 Kobe for LTE turbo coding rate matching [1—5].  Parameter settings with improved performance and extensions to handle padding bits are discussed in [6] and [7].  For ease of presentation, the handling of dummy bits has not been discussed explicitly in these papers.  We present in this paper pseudo codes and performance of the improved and extended circular buffer rate matching (CBRM) algorithm consistent with the agreed way forward in [1].

The overall CBRM structure employs three 32-column rectangular interleavers to process the three streams multiplexed from the four outputs of a turbo encoder [8].  The three streams are conveniently referred to as the Systematic, Parity1 and Parity2 streams (though each contains tail bits of different origins).  The length of each stream is given by S+4, where S is a QPP interleaver size no smaller than the information block size K.  To accommodate bits in each stream, the dimension of the sub-block interleaver is set to R×32, where R=ceil((S+4)/32).  Since the later size is generally larger than the stream length, it is customary to introduce (D=R×32−(S+4)) dummy bits to fill up each of the interleavers.  According to the agreed way forward [1], the interleaved streams along with the appended dummy bits are conceptually organized into a buffer illustrated in Figure 2.  That is, the first 32 columns of the buffer consist of the interleaved Systematic stream while the next 64 columns are multiplexed from the interleaved Parity1 and Parity2 streams.  A number of redundancy versions (RVs) can then be defined as consisting of coded bits starting at certain columns in this buffer [4].  When a block of Ndata bits are needed, the coded bits are read from the starting point corresponding to the requested RV in the buffer in a column by column order.  Dummy bits are (of course) not included in the output of the rate matcher.

In Section 2, pseudo codes are discussed to provide a precise description of the algorithm.  Performance analysis is provided in Section 3.  Performance of the CBRM(σ=4,δ=4) algorithm is shown to be robust with respect to dummy bit placements.
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Figure 1 Combined partial depadding and rate matching based on circular buffers.
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Figure 2 Conceptual composition of circular buffer for LTE rate matching.  While, red and blue cells contains bits from the Systematic, Parity1 and Parity2 streams.  Black cells represent dummy bits (for rate matching sub-block interleavers) and grey cells represent padding bits (for turbo coding QPP interleavers).  Green cells mark starting points of redundancy versions.

2. Circular Buffer Rate Matching Algorithm

A straightforward extension to the combined depadding and rate matching algorithm [7] for explicit dummy bit handling is shown in the Appendix.  The pseudo codes can be made cleaner by allowing the address value A to be a signed integer, which is shown in Figure 3.  By taking account of the structural properties of the sub-block interleavers, the illustrated pseudo codes compute the exact set of addresses for Ndata memory.  Note further that a complete buffer (to be used in the physical circular buffer approach) can be constructed by calling the codes with RV=0 and Ndata=3K+12.
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Figure 3 Pseudo codes for combined partial depadding and circular buffer rate matching with dummy bits placed at the front of the sub-block interleaver.  The preferred setting is (σ=4, δ=4).
3. Performance Analysis

We test the worst-case padding for each QPP interleaver size 512 ≤ Sn−1 ≤ 6080 by setting the information segment length to K=Sn−1+8.  For performance comparison, the references are the segment lengths requiring no code shortening: K=Sn, where 288×r ≤ Sn ≤ 6144.  (Since a resource block carries no more than 144 QPSK modulation symbols, the information block sizes K for a coding rate r are limited to those QPP interleaver sizes no smaller than 288×r.)  Other parameters for the performance tests are listed in Table 1.
Since QPP interleaver sizes in LTE are byte-aligned and the sub-block interleavers have 32 columns, the number of dummy bits D has only four possible values: 4, 12, 20 and 28.  Hence, the (σ=4,δ=4) settings remain effective against catastrophic puncturing
 for code rates r ≤ 8/9 as discussed in [6].  Performance results for r = 0.8, 0.7, 0.6, 0.5 and 0.4 are plotted in Figure 4—8.  Comparing to the corresponding performance plots in [7], it can be concluded the proposed algorithm is robust to the placement of dummy bits.  
For code rates r ≥ 8/9, performance of the CBRM(σ=4,δ=4) algorithm also relies on statistical avoidance of catastrophic puncturing [6].  The placement of dummy bits could have impact on the performance of certain block sizes.  Performance results for r = 0.9 are plotted in Figure 9.  Comparing to the corresponding performance plots in [9], performance of the proposed algorithm remains the same for most block sizes.  However, the large SNR spike at K=1088 is removed when dummy bits are placed at the beginning of the sub-block interleaver.

Table 1 Simulation Parameters
	Common Code Structure
	LTE Turbo Coding [8]

	Rate Matching Algorithms
	CBRM(σ=4,δ=4) as described in Section 2

	Coding Rates
	r = 0.4, 0.5, 0.6, 0.7, 0.8, 0.9

	Test Block Lengths
	1. Partial depadding cases:
K=Sn−1+8,
for 512 ≤ Sn−1 ≤ 6080

2. No padding references:
K=Sn, 
for 288×r ≤ Sn ≤ 6144

	Redundancy Version
	RV = 0

	Decoding Algorithm
	Improved Max-Log-MAP (i.e., 0.75 scaling on extrinsic information)

	Iterations
	8

	Modulation
	QPSK

	Channel
	Static AWGN
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Figure 4 Required Eb/N0 code rate r=0.8.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
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Figure 5 Required Eb/N0 code rate r=0.7.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
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Figure 6 Required Eb/N0 code rate r=0.6.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
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Figure 7 Required Eb/N0 code rate r=0.5.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
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Figure 8 Required Eb/N0 code rate r=0.4.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
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Figure 9 Required Eb/N0 code rate r=0.9.  For each of the partial depadding (K=Sn−1+8 bits) and no padding cases (K=Sn bits), three curves corresponding to BLER targets of 10%, 1% and 0.2% are shown.
4. Conclusion

The CBRM(σ=4,δ=4) algorithm has been shown to achieve improved performance over for a wide range of code rates when a high-performance decoder is used [9, 10].  It is further shown in this paper to be robust with regards to dummy bit placements.  It is proposed to adopt the algorithm for LTE system.
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Appendix
The following illustrates straightforward extension of combined partial depadding and circular buffer rate matching [7] with dummy bits placed at the front of the sub-block interleaver.  The presentation can be simplified into Figure 3.

[image: image11]

 SHAPE  \* MERGEFORMAT 
[image: image12]
Circular Buffer Rate Matching
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Input  RV	% redundancy version


Input  Ndata	% number of desired coded bits


Input  Sys, Par1, Par2	% buffers for sys, Parity1, Parity2


	%   length = S+4 >= K+4


Output Out	% buffer for retained bits





D = 32*ceil((S+4)/32)-(S+4);	% number of dummy bits


n = 0;	% index of the output buffer


c = σ+RV*(96/nRV);	% get the starting column


while n<Ndata


  c = mod(c, 96);	% go through the columns circularly


  if c<32	% the first 32 cols are Systematic


    A = ColPerm(c)-D;	% get starting address for Sys


    while A<S+4	% before the end of column


      if A≥S-K	% avoid Sys padding & dummy bits


        Out(n++) = Sys(A);	% take the Systematic bit at A


        if n==Ndata, return, end;


      end


      A += 32;	% next address


    end


    c += 1;	% next column


  else	% the next 2*32 cols are parities


    A = ColPerm(c/2-16)-D;	% get starting address for Parity1


    while A<S+4	% before the end of column


      if A≥S-K	% avoid Par1 padding & dummy bits


        Out(n++) = Par1(A);	% take the Parity1 bit at A


        if n==Ndata, return, end;


      end


      A2 = A+δ;	% compute address for Parity2


      if A2≥S+4


        A2 -= (S+4+D);


      end


      if A2≥0	% avoid Parirty2 dummy bits


        Out(n++) = Par2(A2); 	% take the Parity1 bit at A+δ


        if n==Ndata, return, end;


      end


      A += 32;	% next address


    end


    c += 2;	% next two columns


  end


end





Input  RV	% redundancy version


Input  Rec	% buffer for received soft values


Input  Ndata	% number of coded bits in Rec


Output Sys, Par1, Par2	% buffers for sys, Parity1, Parity2


	%   length = S+4 >= K+4





D = 32*ceil((S+4)/32)-(S+4);	% number of dummy bits


n = 0;	% index of the output buffer


c = σ+RV*(96/nRV);	% get the starting column


while n<Ndata


  c = mod(c, 96);	% go through the columns circularly


  if c<32	% the first 32 cols are Systematic


    A = ColPerm(c);	% get starting address for Sys


    while A<S+4+D	% before the end of column


      if A>=S-K+D	% avoid Sys padding & dummy bits


        Out(n++) = Sys(A-D);	% take the systematic bit at A-D


        if n==Ndata, return, end;


      end


      A += 32;	% next address


    end


    c += 1;	% next column


  else	% the next 2*32 cols are parities


    A = ColPerm(c/2-16);	% get starting address for Parity1


    while A<S+4+D	% before the end of column


      if A≥S-K+D	% avoid Par1 padding & dummy bits


        Out(n++) = Par1(A-D);	% take the Parity1 bit at A-D


        if n==Ndata, return, end;


      end


      A2 = mod(A+δ,S+4+D);	% compute address for Parity2


      if A2≥D	% avoid Parirty2 dummy bits


        Out(n++) = Par2(A2-D);	% take the Parity2 bit at A+δ-D


        if n==Ndata, return, end;


      end


      A += 32;	% next address


    end


    c += 2;	% next two columns


  end


end








� Since D mod 8 = 4 and, for all LTE QPP interleavers, � EMBED Equation.3  ���, the σ=4 setting induces periodic systematic puncturing in both constituent codes at positions 8k+4.
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