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1. Introduction

In RAN1 #49 Kobe meeting, there was a decision about the symbol size and modulation of PCFICH(Physical Control Format Indicator Channel) for Cat0 indication. The modulation for CFI was decided to be QPSK and its number of symbols to be 16, so that the required coding is (32, 2) coding. However, the detailed coding scheme has not been decided yet. In this paper, we will propose the (32, 2) coding and investigate its performance. 
2. Generating matrices of (32, 2) PCFICH coding
In order to construct (32, 2) coding scheme, we need 32 by 2 generating matrix. There are several possibilities for (32, 2) PCFICH coding, as follows
· Generating matrix A: Modified TFCI base coding by selecting two 32-bit basis sequences from (32, 10) TFCI coding which are chosen in order to achieve max min distance, resulting selected basis sequences are basis 0 Mi,0 and basis 1 Mi,1 in Table 8 in [1]
· Generating matrix B: Repetition base coding by repeating 2-bit systematic bits 16 times
· Generating matrix C: Simplex base coding by repeating (3, 2) simplex code 10 times and adding 2-bit systematic bits once
The transposed generating matrices for each case are summarized in Table 1.
Table1. (32, 2) generating matrices for various coding methods
	Matrix A
(TFCI)
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	0

	
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0
	0

	Matrix B
(Repetition)
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0

	
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	Matrix C
(Simplex)
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0

	
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1
	1
	0
	1


If the message bits are denoted by vector 
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, then the output code word bits 
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 can be described mathematically as multiplication of generating matrix 
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 and systematic message bits 
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 in (1).
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(1)
3. Minimum distance of (32, 2) PCFICH coding
The weight distribution of coding schemes above can be simply described by hamming weight of each codeword since all the coding schemes are linearly constructed. Their weight distribution and minimum distance are summarized in table 2.
Table2. Weight distribution and minimum distance for various coding methods
	Generating matrix
	Weight
	Min Dist

	Matrix A (TFCI)
	0
	16
	16
	16
	16

	Matrix B (Repetition)
	0
	16
	16
	32
	16

	Matrix C (Simplex)
	0
	21
	21
	22
	21


4. Optimal minimum distance of (32, 2) PCFICH coding
In general, minimum distance property is the key factor in design the coding scheme as the larger distance guarantees the better performance. The maximum minimum distance of (32, 2) code can be calculated from Plotkin bound [2]. Plotkin bound is simply written as (2).
 In (n, k) code, if the minimum distance d > n/2, then 
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From the Plotkin bound, the maximum minimum distance of (32, 2) code can be calculated as 21.
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(3)
Therefore we can conclude that proposed coding scheme C is optimal in the sense that it achieves Plotkin bound; it means its minimum distance is the maximized minimum distance of (32, 2) code. 

5. Simulation results of (32, 2) PCFICH coding

The performances of each coding scheme are simulated in the AWGN channel for the purpose of checking the minimum distance properties. The simulation results are shown in Figure 1 below.
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Figure 1. Simulation results of various PCFICH coding scheme in AWGN channel. 
6. Conclusions
In this contribution, we investigated the several possible (32, 2) PCFICH coding schemes. We observed that the simplex based coding scheme, generating matrix C, achieves the maximized minimum distance; it shows the best performance. Therefore we propose the generating matrix C to be adopted as a (32, 2) PCFICH coding scheme.
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