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1. Introduction

Interference Coordination can enhance the E-UTRA performance [1] as confirmed by recent decisions [13] .

Interference Coordination works with power restrictions on physical resource blocks in downlink or with power preferences on physical resource blocks in uplink in order to shape the power (interference) spectrum in downlink or the interference spectrum in uplink.

The power restriction of a physical resource block in DL leads to an improved SIR as seen in a neighbor cell which leads to an improved cell edge throughput. As defined in the study item [3] static interference coordination (or re-use schemes) work with static restrictions or preference distribution while semi-static schemes allow semi-statically changing restrictions or preferences based on cell loads or geometrically changing user distribution. 

These restrictions and preferences are exploited by the eNodeB schedulers. In the following, first the criterions for the description of semi-statically managed resources are discussed. Secondly the criterions or framework for the process of inter-cell coordination are discussed. Finally conclusions are drawn after that.
2. Radio resource signalling

In asynchronous networks power or interference shaping will be done over the frequency axis. For example in DL once a power restricted set of physical resource blocks is defined in one cell A it can be used in a neighbor cell B for UEs that are near to the border of A. This is done by scheduling these UEs in cell B on the described resources.
This works in UL and DL for dynamic scheduling allocations or for persistent (e.g. VoIP) allocations and produces substantial gains. Since in persistent allocations normally no frequency selective CQI is available a resource allocation should be (at least at lower to medium speeds) frequency diverse. In DL that is easily achieved by pattern as shown in Figure 1
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Figure 1: Possible frequency subset used for downlink Interference Coordination
In UL this could be used together with the frequency hopping feature. On the other hand too much fragmented spectrum would limit a possible peak allocation to a UE in UL inside the preference due to the SC-FDMA restriction of consecutive allocations. Here a compromise has to be found as e.g. shown in Figure 2.
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Figure 2: Possible frequency subset used for uplink Interference Coordination allowing frequency diverse allocations.
Thus we arrive at a first criterion for the frequency subsets (of PRBs) used for Interference Coordination:

Criterion: The frequency subsets used for Inter-cell Interference Coordination and being a set of preferences should allow a frequency diverse allocation to a UE inside the preferences but not limit the peak rate inside the preferences too much.
For the same reason as persistent scheduling the DVRBs in DL should match the frequency subsets used for Interference Coordination.
In our case of semi-static restriction or preference setting the actual resources have to be signaled to the neighbor eNodeBs. A physical resource block is the smallest unit that can be used here. For the reduction of  signaling a frequency shape could be defined by the boosted or restricted PRB numbers (e.g. a bit map) and one scalar power restriction or boost value.
Regarding the eNodeB communication for semi-static Coordination this signaling has to be done in the order of seconds.

3. Inter-cell resource distribution

The actual inter-cell resource coordination shall take place in the given LTE architecture. 

We propose that a static Interference Coordination setting can define the baseline restriction (or preference) distribution based on a cell planning in the given topology. The semi-static Interference Coordination would then come on top of this predefined restrictions. This way eNodeB-eNodeB communication is reduced to the amount necessary for cell load and UE concentration balancing.
3.1. Description of resource setting
The definition of resource setting shall be considered now. In DL a UE’s preferred frequencies are defined by the neighbor cells restricted PRBs. So if there shall be more throughput for certain cell edge UEs, more PRBs of the UE’s neighbor cell are requested to be restricted. 

A dual formulation is found for the UL. In UL as shown in our contributions [14] the preferred frequencies are also defined by the UE location. The neighbor cell accepts an interference burden on this frequency subset. If there shall be more throughput in uplink for the UE 
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 is asked to accept an interference burden on additional PRBs. The effect as in downlink is that the throughput for 
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 can be immediately raised, if this request is accepted and no other cells have to be asked (e.g. to reduce their uplink UE interference on some frequencies) in order to achieve the effect. Further if a cell B accepts this interference burden on 
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 all other neighbours of cell B can also load this frequency subset 
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 to raise their UL throughput. 

Regarding the proposal of the overload indication to be frequency dependent we can remark: The measured overload can be an uneven distribution and it is not necessarily true that an even distribution is the best distribution to be arrived at by the neighbour cell schedulers.

3.2. Decision over resource setting
The task of the semi-static Interference Coordination is to allow cells that are only lightly loaded to give support to highly loaded neighbor cells or neighbor cells with local high concentration of UEs at the cell border. 
For example there is a mixture of real-time or guaranteed bit-rate (GBR) traffic and best effort traffic in the cells. So the idea could e.g. be that the best effort traffic can be reduced in the cells neighboring a highly loaded cell in order to help supporting the large guaranteed bit-rate traffic in that cell.

Consequently the strategy of reducing best effort traffic in a cell on its own and to do a muting of frequency subsets does not make sense, since this cell has no idea of its neighbor cells traffic load.
Because the above evaluation must be load based, and UE location based, the coordination must start with a request from the loaded cells.
Thus we have the following mechanism as also naturally proposed in [4]:

Overloaded cells shall send mute requests or requests to accept interference burdens to their neighbor cells.  

Obviously overloaded cells need to send only to those neighbor cells to where a high number of served UEs are adjacent to.
The radio resource management is then distributed: The following picture sketches the sending of such requests and the responding with grants:
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Figure 3: Transmission of mute requests between neighbour eNodeBs

Regarding DL mute requests to cell B or UL requests to accept interference we can say that only the cell B scheduler can decide whether to accept these requests or not. This decision will be based on its own traffic load and the usefulness of its own frequencies for his own traffic. So in the requests for frequencies, priorities shall be included. This is also needed since the scheduler or a connected entity has to decide on multiple requests from different cells. Finally after a decision has been made it will be communicated. 
The requested base stations should afterwards give grants and inform the requesting eNodeBs.

This way the decision process can be carried through.
4. System Simulation Results
4.1. Description of Setting
Using the principle described above with local eNodeB-eNodeB request and grant exchange, first system simulations have been carried out. As first shot, simulations have been considered to examine simple negotiation algorithms. 
The usual system simulation assumptions have been applied in a multi-cell system simulation using the usual grid of (21) sites. In all normal loaded sectors about 9.5 UEs are distributed in average. In one overloaded sector n3 a number of 30 UEs are distributed across the border area to one neighbor cell as shown in Figure 4.
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Figure 4: Multi-cell area with overloaded sector and user distribution in black border area
A scheduler has been used that tries to achieve a minimum terminal bitrate for all terminals before distributing the bandwidth more opportunistic. This minimum terminal bitrate value is the same in all cells. This bitrate value has been stepped through to get values of 5%ile and sector throughput. 
4.2. Results and Interpretation

Figure 5 shows the result of 5%ile and sector throughput for the overloaded cell. 
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Figure 5: 5%ile user throughput over sector throughput for overloaded cell n3
The green curve shows the NoIFC simulation, that is without Interference Coordination at all. The red curve shows the static IFC results and the blue curve shows the results of semi-static Interference Coordination.
The operation works as follows. As long as in the overloaded sector the minimum terminal bitrate of 50 or 100 kbit/s can be achieved the sector is not asking for help to neighbor sectors and red and blue curve are identical. When increasing the desired bitrate further without outside help, more than 130 kbit/s is not possible in the static case and the red curve saturates. 
In case of semi-static coordination the overloaded sector n3 asks for help from the neighbor cell (where the terminals are adjacent to). It gets granted resources which means that this strongest interfering neighbor puts power restrictions on additional resources which strongly improves the SIR for the UEs in this border region. The result is, as can be seen from the blue curve, that the sector throughput increases by approximately 40% and the 5%ile increases by approximately 23%!
In the next step in the semi-static case the 5%il can be increased even further to 180 kbit/s while the sector throughput decreases again somewhat.
Thus as result it can be seen that the help from neighbor sectors can provide a lot improvement. The graph at the moment is a little rough. The algorithm should be refined to get a somewhat smother curve. It should be implemented that the help should be requested somewhat earlier. 

This help from the outside is a measure to increase the fairness. It should be emphasized that the total throughput over the cells is not the focus here. This is shown in Figure 6 where the statistics are done over the other lightly loaded (including helping) cells. Here it is shown that the sector throughput measured over these sectors decrease a little (seen over all cells the change is not right visible). 
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Figure 6: 5%ile user throughput over sector throughput for all other lightly loaded cells 
Most important instead is the achieved increase in 5%ile cell edge bit rate in Figure 5. Translating this into a real-time service one can calculate the number of terminals that can still be served with a guaranteed bit rate (GBR) service of 180 kbit/s in the cells. 
As seen from Figure 5 by semi-static Interference Coordination it is now possible to serve in this overloaded cell 30 terminals with 180 kbit/s without a call drop, while without semi-static Interference Coordination approximately only 22 terminals can be served at this bit rate.
This shows that the semi-static Interference Coordination can effectively absorb peaks in cell load and user distribution. It consequently contributes to higher cell edge rates and Quality of Service.
5. Conclusion

In this document the principles to be followed in semi-static Interference Coordination have been investigated. Subject of the coordination could be the individual PRBs which involves much signalling effort. To reduce the effort, criterions have been found to build frequency subsets from PRBs that are to be used for the coordination process.
Further it was proposed to build semi-static Interference Coordination on top of static Interference Coordination to limit inter eNodeB communication needs.

The definition of the resource setting (that is managed) has been clarified which gives a dual formulation for the meaning of created preferences in downlink and in uplink. Finally the methodology for the decision process was presented to consist of mute request (or burden requests) and grants in response. It was clarified that only schedulers who know about their (own) cell traffic load are able to decide about requests. This way a distributed decision process can be implemented. It is proposed that the above framework is considered in the further progress of semi-static Interference Coordination.
Further system simulations have been carried out for a certain scenario in a first shot with low inter-cell communication. It exemplifies the big potential of semi-static Interference Coordination.
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