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1 Introduction
In Malta meeting (March 2007), it has been decided that control channels such as UL and DL L1/L2 control channels will use 64-state tail-biting convolutional codes (CC) [3]. 
In [2], K=7 optimal distance spectra (ODS) tail-biting convolutional code with polynomials [133 171 165] was proposed for control channels due to their performance benefits.

In [1], the following circular buffer rate matching algorithm for convolutional codes was proposed.
As an exmple, rate 1/3 convolutional code is used. The Nc is the number of bits needed. The rate matching is carried out in the following steps:

Step 1. Separate the three parity bit subblocks P0, P1and P2.

Step 2. Perform a different subblock interleaving on each subblock and obtain P(0, P(1and P(2. 

Step 3. Group the interleaved subblocks by multiplex the P(0, P(1and P(2 bit by bit, Q = [P(0(1), P(1(1), P(2(1), P(0(2), P(1(2), P(2(2), …, P(0(K), P(1(K), P(2(K)].

Step 4. Take the first Nc bits from sequence Q, wrap around to the beginning of sequence Q if Nc is greater than the length of Q.
The subblock interleaving for each subblock can be achieved by the following algorithm. A subblock of bits to be interleaved is written into an array at addresses from 0 to the number of the bits minus 1, (L‑1), and the interleaved bits are read out in a permuted order with the i-th bit being read from an address ADi (i=0, …, L‑1), as follows:

1. Determine the subblock interleaver parameters, M and J.

2. Initialize i and j to 0.

3. Find the tentative output address 
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where BROM(y) indicates the bit-reversed M-bit value of y. When the mother code rate is 1/3, for subblock 0, ( = 0; for subblock 1, ( = (2M /3(; for subblock 2, ( = (2M+1 /3(.

4. If Tj is less than L, then ADi = Tj, and increment i and j by 1. Otherwise discard Tj and increment j only. 

5. Repeat steps 3 and 4 until all L interleaver output addresses are obtained.

The parameters M and J of the RM algorithm above can be determined using simple rules. For example, 

M = 4, 
if K<72;

M = 5, 
if K<120;
M = 6, 
if K<240; 
M = 7, 
otherwise;
The parameter J is then determined by J=ceil(K/2M). 

2 Proposed Improved Rate Matching

The parameter M in aforementioned subblock interleaving algorithm has impact on rate matching performance and complexity. 

When CC chain do the subblock interleaving by hardware in parallel, it need 2^M block RAMs in general. In consequence, complexity increases rapidly when M increase. The parameter M determines subblock interleaving uniformity. Uniformity of subblock interleaving increases when M increases and more superior performance is obtained after rate matching.

In our simulation, we found that the parameter M has little influence on RM performance, as shown in figure 1 and figure 2. The Eb/No difference between different M in the same BLER is less than 0.1dB at most of code rates.

All the simulation in this contribution is based on K=7 ODS tail-biting convolutional code with polynomials [133 171 165] as proposed in [2]. The mother code rate is 1/3, the other code rates are obtained by puncturing mother code using circular buffer rate matching algorithm. The simulation conditions are: AWGN channel, BPSK modulation, two Viterbi decoding iterations.

We propose that fixed parameter M is adopted in spite of different block lengths. Adopting fixed parameter M has the following advantages:
· Reduce rate matching complexity
· To be compatible with Turbo codes rate matching and keep resources reusability
M=5 is a good trade-off between RM performance and implementation complexity, more importantly, it keeps compatibility with turbo code rate matching.
It is also noticed that the inferior performance of codes with short block length and high code rate will be greatly improved if we increase Viterbi decoding iteration number.
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Figure 1 Performance of CB RM algorithm with different block length, code rate and M, BLER target=0.01
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Figure 2 Performance of CB RM algorithm with different block length, code rate and M, BLER target=0.001
3 Conclusion

The circular buffer rate matching for convolutional codes was proposed in [1]. The parameter M in subblock interleaving of the circular buffer rate matching has impact on rate matching performance and complexity. We found that the parameter M has little influence on RM performance. For the purpose of reducing implementation complexity, we propose that fixed parameter M is adopted in spite of different block lengths. Hence, we propose

· To adopt the circular buffer rate matching for tail-biting convolutional code in control channels.
· To fix M value for simplification of rate matching for control channels.
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