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1 Introduction
In TSG RAN WG1#48bis meeting, it was agreed that convolutional code (CC) with 64 states (K=7) and tail biting are working assumptions. However, a lot of parameters such as generate polynomials, information length, and rate matching method need to be decided. In this contribution, we evaluate the performance of tail biting CC at various code rates with rate matching (RM) methods defined in ([1], [6]) and proposed method.
2 Tail biting convolutional codes

Tail biting CC is better than tailed CC because of elimination of tail bits to terminate trellis in terms of spectral efficiency. Especially, it shows good performance in case of short information blocks (30~60 bits) for control channels. For the evaluation of the tail biting CC, it is required to decide parameters other than mother code rate and constraint length which were agreed in TSG RAN WG1#48bis meeting. The simulation parameters are described in Table 1.
Table 1. Simulation parameters for the tail biting CC
	Mother code rate
	1/3

	Constraint length
	7

	Channel
	AWGN

	Modulation
	QPSK

	Information length
	30 ~ 60 bits (step size: 1bit)

	Codeword length
	72 bits (36REs)

	Decoding algorithm
	Evaluates all possible starting states


Polynomial

For the performance evaluation purpose, g=[165,133,117] (octal) is used as generate polynomials. In [3], which are well known as optimized one for CC through a paper or a text book [7], g=[165,133,117] (octal) is better than others in operating region.
Information / Codeword size

The sizes of information (k) for the simulation are from 30 to 60 bits [5]. Since a control channel element (CCE) is composed of 36 resource elements (REs), a unit encoded block size is 72 bits with QPSK modulation. Thus codeword block size (at the output of the RM module) for L1/L2 DL control channel can be decided according to the number of CCE (1, 2, 4, or 8) [4].
Rate matching
In this discussion, R5 RM and circular buffer (CB) based RM are used as puncturing or repetition scheme to compare with proposed RM [1]
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[6].

3 Proposed Rate Matching Algorithm

Tail biting convolutional code (CC) was decided as a working assumption for L1/L2 DL control channel. According to the changed working assumption, RM method is needed to optimize for tail biting CC. 
The proposed periodic puncturing (PP) RM algorithm consists of two periodic selection processes. Periodic bit selection process provides simplicity of implementation and good performance with tail biting convolutional CC. First selection process obtains coarse number of bit positions to be puncturing or repetition. Second selection process indicates selection or de-selection to adjust the exact amount of selected bits among the result of first process (increase or decrease the number of selected bits in the results of first selection process to obtain exact amount of selected bits). First selection process and second selection process can be implemented with simple operations such as counters and conditional comparison operations. Simulation results with proposed PP RM algorithm are shown in ANNEX A.
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Figure 1 - Proposed Periodic Puncturing RM scheme for L1/L2 DL control channel
Followings are more detailed description of PP RM algorithm.
Definition
· Mode: operating mode (repetition or puncturing)
· rpt: number of times to combine LLR value
· nselect: number of bits to select
· Linput: number of input sequence bits
· Loutput: number of output sequence bits
· prid1: first selection period parameter
· prid2: second selection period parameter
· SIM: Second Indicator Mode (selection or de-selection)

· temp1, temp2: dummy variables
Parameter Initialization
1. Mode decision (puncturing or repetition)

If Linput < Loutput, 
Mode = Repetition, rpt = 
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, nselect = Loutput - Linput*rpt;
If nselect > (Linput /2), 
Mode= Puncturing, rpt = rpt + 1, nselect = Linput - nselect;
Otherwise, 
Mode = Puncturing, rpt = 1, nselect = Linput – Loutput;
2. First selection period parameter decision

prid1 = rounding (Linput / nselect) off to the nearest integer 
If prid1 < 2, prid1 = 2
3. Second selection period parameter decision

temp1 = Linput - 
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If temp2 = = 0, use only first selection
If temp2 >0, SIM = Selection

Otherwise,  SIM = De-selection

Output stream generation

If Mode is Repetition, output stream is generated by rpt times LLR combining with entire sequence and corresponding to the selected bits. Otherwise (Mode is puncturing), output stream is generated by puncturing with selected bits in a sequence and then LLR combining with rpt-1 times entire sequence. Algorithm for selection of bit positions to be repeated or punctured is as follows.

	s = 0, p = 0; // dummy variable for counting

If (SIM = = Selection)

for (i = 0 ~ Linput-1)

if (i%prid1 = =0) select this bit, p = p +1;

else if (s%prid2= =0 && p<nselect) 
select this bit, p = p + 1;

s = s + 1;

Else (SIM = = De-selection)

for (i = 0 ~ Linput-1)

if (i%prid1= =0 && i%(prid1*prid2)!=0 && p<nselect)

select this bit, p = p + 1;


4 Conclusion
In this contribution, the performance of tail biting CC is evaluated under the agreed working assumptions. Simulation results show that PP RM algorithm provides good performance at various code-rate and information size with simplicity of implementation. Based on the above discussion, we propose PP RM method for L1/L2 DL control channel in LTE.
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ANNEX A – simulation results
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Figure 2 - Performance of tail biting CC with proposed RM algorithm for L1/L2 control channel with information size ranging from 30 to 60 bits.
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Figure 3 - Performance comparison among the RM methods (Release5 RM, CB based RM, and proposed PP (Periodic Puncturing) RM) (Because the codeword length is limited to 72 bits, as the size of information bits increases (higher code rate), the required Eb/No also rises.)
ANNEX B – Example of proposed RM algorithm
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Figure 4 - Example: information block size k=41, output block size is 72 bits
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Figure 5 - Example: information block size k=40, output block size is 72 bits
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Figure 6 - Example: information block size k=33, output block size is 144 bits
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