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1. Introduction
In the previous meetings, three main schemes were proposed for downlink multi-user MIMO (MU-MIMO) transmission. These schemes were unitary precoding [3], non-unitary precoding [5] and zero-forcing beamforming (ZF) [1, 2, 4, 6, 9].
In the ZF MU-MIMO approach, the eNodeB computes a precoding zero-forcing beamforming matrix by using the quantized channel information it receives from the UEs in the uplink feedback channel. It has been shown that the number of possible different precoding matrices, which constitute the eNodeB codebook for the ZF approach, is very large [7, 12]. A large eNodeB codebook would increase the downlink control signaling overhead significantly. Therefore, reducing the number of possible precoding matrices without causing severe performance degradation is a challenge that has to be addressed [11]. 

The goal of this contribution is to show that the size of the eNodeB codebook for the ZF technique can be reduced significantly without causing a large loss in performance. The proposed methods consist of two approaches:

a) Quantization of the eNodeB codebook using an iterative technique based on the generalized Lloyd algorithm.

b) Excluding combinations of quantized channel indicators that are highly correlated [8] to improve the performance of the quantization process.
We also show how the proposed approach could be extended to a DFT based eNodeB codebook (or possibly to a constant modulus codebook). The associated user-selection, downlink control signaling and CQI computation methods are also presented.
Although the proposed methods can be generalized, the examples in this contribution are based on an eNodeB that has 4 transmit antennas, each UE equipped with a single receive antenna, and two data streams transmitted to two distinct UEs simultaneously.

The outline of this contribution is as follows: We first review the ZF MU-MIMO approach, and investigate the eNodeB codebook size. Then we present the proposed methods and explain the relevant areas. Finally, we present simulation results that quantify the performance of the proposed methods.

2. ZF MU-MIMO

In this section, a review of the ZF beamforming method is presented. Let us assume that the base station has M transmit antennas, and there are L active users each equipped with a single receive antenna. K users out of the L active users are selected by the eNodeB for MU-MIMO transmission and a single data stream is transmitted to each user. In the more general case of multiple receive antennas at a UE; a combining vector should be used at the receiver [10].
Let sk be the data symbol that is to be transmitted to the kth user, wk be the (M x 1) beamforming vector that is to be used for transmission to this user and Pk be the power allocated. Then, the transmitted signal from the eNodeB can be written as 
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. For user k, the received signal then becomes 
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 where hk denotes the (1 x M) channel between user k and the eNodeB. The first part of the received signal is the data stream transmitted to user k, the second part is data transmitted to the other users, i.e. inter-user (or inter-stream) interference, and the third part is the additive noise. In ZF beamforming, the beamforming vectors are selected such that the inter-user interference gets cancelled, i.e. the condition
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 is satisfied.
One way of guaranteeing the zero inter-user interference condition is to compute the beamforming vectors from the pseudo-inverse of the composite channel matrix as follows: Let us define the composite channel matrix as 
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 and the composite beamforming matrix as
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. Then, the zero inter-user interference condition can be satisfied if
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. When the beamforming matrix 
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 is computed in this manner, it can be shown that the effective channel gain to the k’th user becomes
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where the subscript “kk” denotes the k’th diagonal element of the matrix [2]. This shows that when H is poorly conditioned, the effective channel gain might be greatly reduced and degrades the performance. Therefore, to optimize the performance, the K out of L active users should be selected such that the channels h of the selected users are nearly orthogonal and, at the same time, have large gains.
2.1. Channel Quantization

To achieve of the optimal performance of the ZF beamforming approach, perfect channel state information of all users is required at the base station. Due to the practical limits on the capacity of the feedback channel, the number of bits to represent the channel is limited. Therefore, the estimated channel is quantized according to a given codebook and then the index from the codebook is transmitted to the eNodeB. Under these circumstances, the beamforming matrix W computed at the base station would not guarantee zero inter-user interference due to the channel quantization error.

Let us assume that the codebook used for the channel quantization, called the UE codebook, consists of N unit-norm vectors and is denoted as CUE={c1, c2, …, cN}. Each UE first normalizes its channel h and then chooses the closest codebook vector that could represent the channel. Note that the normalization process loses the amplitude information and only the direction/spatial signature of the channel is retained. The amplitude information is transmitted in the CQI feedback. Quantization is done according to the minimum Euclidian distance such that
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denotes the normalized channel and 
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 is the quantized channel. The UE feeds back the index n to the eNodeB. The uncertainty due to the quantization error would also have implications on the CQI computation. In this case, each UE experiences some inter-user interference and therefore should also consider this interference while computing the CQI. Some measure of the SINR might be used for the CQI computation.

After the eNodeB receives the information from the users, firstly the user selection process is run. As a result of this process, K users are selected for transmission. With these K users, the beamforming matrix W is computed as 
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 is the composite channel matrix, and 
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is the vector of power allocation coefficients that impose the power constraint on the transmitted signal. For equal power allocation we could have
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Due to the channel quantization error, the condition
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 is not satisfied any more because the beamforming matrix W is computed by using the 
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. Given that the received signal at user k is
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, the SINR becomes 
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 denotes the noise variance. We can see that to compute the exact SINR, the UE has to know the beamforming vectors beforehand. This is not possible because the UE does not know the channels of the other UEs. But, we know that the interference depends on the channel quantization error. By using this fact, we can estimate the SINR by using various ways. For example, a lower bound for the SINR has been derived in [4].
2.2. eNodeB Codebook for ZF MU-MIMO With Quantized Channel
After the beamforming matrix W is computed, it has to be signaled to the UEs so that the UEs can compute the effective channel HW, and receive the transmitted data. The set of all possible beamforming matrices constitutes the eNodeB codebook, and is denoted as CNodeB = {W1, W2, …}. When the channel h is not quantized and can have an infinite number of values, the eNodeB codebook would have an infinite number of matrices.
On the other hand, when h is quantized, the eNodeB codebook would consist of a limited number of beamforming matrices with each beamforming matrix computed from a possible combination of quantized channel vectors of different users. Let us consider the case where the UE codebook size is 16 and the eNodeB transmits to 2 users simultaneously. The composite quantized channel is denoted as 
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 Note that we do not count the cases where 
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 because this would result in the same set of beamforming matrices with only columns interchanged.

The number of channel matrices with distinct combinations of quantized channel vectors in this case is
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.  For each of these channel matrices, there would be a beamforming matrix computed at the eNodeB by using
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. From here, we can see that the eNodeB codebook would consist of 120 distinct beamforming matrices. Some of the possible composite channel matrices 
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 and the corresponding W are listed as in Table 1 for illustrative purposes.
Table 1: Possible channel and beamforming matrices when the size of UE codebook is 16 and eNodeB transmits to 2 users
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Once the beamforming matrix that would be used for transmission is selected, the index of that matrix has to be signaled to the scheduled UEs. One challenge with the eNodeB codebook is its size which would further increase with increasing number of users. Signaling the index of the selected beamforming matrix from a codebook of size 120 would require 7 bits. The control signaling overhead might be decreased by reducing the size of the eNodeB codebook CNodeB = {W1, W2, …, W120) while limiting the degradation in system performance. In the next sections, several approaches to achieve a reduced size eNodeB codebook are presented and the performance of the produced codebooks is investigated.
3. Design of Reduced size eNodeB Codebook
In this section, we describe a method to reduce the size of the eNodeB codebook. The proposed method is based on starting with the original codebook and quantizing it with respect to some optimality criterion to minimize the performance degradation that would occur due to the quantization. The information available at the eNodeB is the quantized channels of the UEs, which is used in the design of the eNodeB codebook. The new codebook is designed off-line and then used at both the eNodeB and the UEs.

It was shown previously that the beamforming matrix for a given 
[image: image53.wmf]ˆ

H

 is computed as
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implying that
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. If the actual channel matrix were equal to the quantized channel matrix, then the received data at the two UEs would be equal to   
[image: image56.wmf]1111

2222

10

ˆ

01

ysss

ysss

éùéùéùéù

éù

==+=+=+

êúêúêúêú

êú

ëû

ëûëûëûëû

yHWnnn

, 
where 
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is the data streams for the two UEs and 
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 is the additive noise. We can see that the off-diagonal coefficients that correspond to the inter-stream interference are nulled due to the zero-forcing computation of the W. 
Now, let us denote the quantized version of the beamforming matrix W as
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, the off-diagonal coefficients are not zero any more due to the quantization of the beamforming matrix and what we get is 
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. In this case, the received data would be 
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From here, we can see the distortion due to the quantization of W, and therefore define an optimality criterion to be used in the quantization process.

For example, the total capacity under these circumstances can be written as
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Another possible criterion is the total signal power to total interference ratio (SIR) as follows: 
SIR = 
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The goal of the quantization process is to reduce the number of matrices in the eNodeB codebook but also try to maximize some kind of optimality measure as the capacity or SIR. For the quantization of the eNodeB codebook, we propose the following iterative algorithm that is based on the Generalized Lloyd Algorithm [13].
We start with the list of all possible channel pairings
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, which are computed from the UE codebook. We first choose an initial eNodeB codebook of size N CNodeB= {
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}. This codebook can be chosen, for example, from the beamforming matrices in the original eNodeB codebook.
In the following, we assume that N is set 16 to make sure that the sizes of the eNodeB and UE codebooks are the same. We also use a DFT based UE codebook as in [4].
The proposed algorithm works as follows:

Step 1:

In the first step of the algorithm, we associate each of the 120 channel pairings 
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 with one of the N beamforming matrices in the eNodeB codebook. The set of all channel pairings associated to a given beamforming matrix 
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 is called the region of that beamforming matrix and is denoted with
[image: image70.wmf]i

R

. This association is done so that the defined optimality criterion is maximized.
For example, for the capacity criterion, the region 
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Step 2:

In the second step of the algorithm, 
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 are updated by using the channel pairings that were associated with the matrices in Step 1.  The new beamforming matrices are computed as
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where Li denotes the number of channel matrices in
[image: image75.wmf]i
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Step 3:

With the new beamforming matrices, we go back to Step 1 and continue this iteration until a convergence criterion is met. After a few iterations the beamforming matrices do not change, so we can stop the algorithm.
Note that the final codebook designed with this method would be different for different optimality criteria, parameters in the algorithm, or the initial codebook. At the end of the algorithm, we end up with a eNodeB codebook of CNodeB = {
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} and a mapping, for example one that is illustrated in Figure 1, that maps each possible channel pairing to one of the beamforming matrices in CNodeB. 
3.1. Improving the Performance of Quantization

As mentioned in Section 2, users with highly correlated channels are not selected for transmission. Discarding these channel pairs from the original eNodeB codebook and then applying the quantization process on the resulting codebook would improve the performance. 

With the given DFT based UE codebook, the correlations 
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 of all 120 possible channel pairings are one of the values
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 and do not include the associated beamforming matrices in the original eNodeB codeb0ok, we decrease the size of the original codebook from 120 to 88. Note that a codebook of either120 or 88 beamforming matrices needs 7 bits to signal, but discarding the highly correlated channel pairs result in an improved quantizer performance. When there are many active users in a system, we might be able to discard channel pairings with smaller 
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 values due to the multiuser diversity.
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Figure 1: An illustration of the mapping from the channel pairings to the quantized beamforming matrices

3.2. CQI Computation

The UEs need to feedback to the eNodeB a CQI value as well as the quantized channel information. The CQI information is used to select users for transmission and possibly for adaptive modulation and coding. The CQI is usually an estimate of the SINR and, in the MU-MIMO case, has to consider the inter-user interference. One method of computing the SINR is to use the lower bound [4] 
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 where 
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 is the angle of the channel quantization error. Note that this approximation does not consider the effect of eNodeB codebook quantization.
If the kth UE knew the quantized channel of the other simultaneous user, it would be able to compute the exact SINR as 
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can easily be determined from the eNodeB codebook and the quantized channel to codebook mapping. The UE, however, does not have any information about the interfering user’s channel.
But it knows that the interfering user’s quantized channel can only be one of the 15 different vectors in the UE codebook. For each of these M = 15 possibilities, the UE can compute the SINR as 
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. When the highly correlated channel pairs are discarded, the number of possibilities is also reduced. Once these SINRs are computed, the CQI, for example, can be determined as the average of these SINRs as
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3.3. User Selection and Downlink Control Signaling
The mapping from the possible channel pairs to the quantized eNodeB codebook simplifies the procedure to decide which beamforming matrix has to be used. Assume that, by using the CQIs, the eNodeB selects two users whose quantized channel indexes are m and n respectively. Given
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 is easily found from the mapping and is transmitted in the downlink control channel.
With the quantized channel information and the CQI values available at the eNodeB, the users for transmission are selected according to the following algorithm:
1. Choose the two users with the largest CQI values.

2. If the correlation between the quantized channels of the selected users is below a threshold, find the beamforming matrix from the mapping.

3. Use the selected beamforming matrix for transmission.

4. If the correlation is above the threshold, select another pair of users with the next largest CQI’s and continue from step 2.
The correlation threshold used in the user-selection should be less than or equal to the threshold that was used for discarding highly correlated channel pairs before the quantization of the original eNodeB codebook.

3.4. Design of a DFT Based eNodeB Codebook
The proposed method can also be applied to design codebooks that have a well-defined structure. As an example, we consider the design of an eNodeB codebook that is based on DFT codebook, similar to the UE codebook. The method could be extended to codebooks with other desirable properties, for example those that have a constant modulus property.
The iterative algorithm introduced above starts with an initial codebook. Let us assume that this initial codebook is produced from the first four rows of the 16 x 16 DFT matrix. From this matrix we can have 240 different combinations of beamforming matrices, which constitute the initial eNodeB codebook. In the first step of the algorithm, we associate each of the channel pairs to one of the matrices in the eNodeB codebook. If we assume that channel pairs with high correlation are discarded as before, we end up with 88 composite channel matrices
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). At the end of the first step, we can see that the possible composite channels are mapped to 74 different matrices in the initial eNodeB codebook, i.e. we can discard the rest of the 166 matrices from the initial codebook.

After the first step, the size of the eNodeB codebook is still large, and we have to reduce it to 16. But, we do not want to continue to Step 2 because this would destroy the DFT property of the codebook. The optimal set of 16 beamforming matrices out of the total 74 can be found by exhaustive search, which would need a large computational complexity, namely 
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 comparisons. This computation is performed only once off-line. Instead of comparing all possible 
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 combinations, we can choose the N matrices suboptimally by comparing several possible combinations and choosing the best one. Once the codebook of size N is designed, all the other steps are similar to what has been described above. The optimum performance of the DFT based codebook would be achieved when all possible 74 beamforming matrices are used. In the results below, we compare this performance to the case when 16 matrices are chosen in a suboptimal fashion and quantify the degradation in performance.
4. Simulation Results
The performance of the eNodeB codebooks designed by using the proposed techniques is analyzed with simulations. In the simulations we assume that the eNodeB has 4 transmit antennas and transmits two data streams, each one to a user. There are 5 active UEs and each UE is equipped with one receive antenna. We assume that the channel is TU-6 and the speed is 3 km/h. The UEs quantize their channels and compute the CQI. Then, this information is transmitted to the eNodeB with a feedback delay of 5 TTIs. The granularity for channel quantization and CQI computation is 1 resource block. The eNodeB selects the two users for each RB and chooses the corresponding beamforming matrix from the eNodeB codebook to use in the transmission. We then compute the received SINR on every subcarrier for each of the data streams and compute the total capacity on that subcarrier. The computed capacities are averaged over all subcarriers and TTIs. The simulation assumptions are summarized in Table 2.

Table 2: Simulation assumptions
	Parameter
	Assumption

	Carrier frequency
	2.0 GHz

	Sampling frequency
	7.68 MHz

	Transmission bandwidth
	5 MHz

	TTI length
	1 ms

	Number of OFDM symbols per TTI
	12

	Number of resource blocks used
	6

	Number of active UEs
	5

	Number of simultaneously paired UEs per RB
	2

	Number of Tx antennas
	4

	Number of Rx antennas per UE
	1

	Channel model
	TU-6

	UE speed
	3 km/h

	UE channel quantization codebook
	First 4 rows of an 16 x 16 FFT

	Feedback granularity
	1 RB

	Feedback delay
	5 TTIs


The figures below illustrate the average capacities that are achieved with different eNodeB codebooks. The optimal performance is achieved when the eNodeB codebook is not quantized, i.e. we use all 120 possible beamforming matrices. The performance of the other codebooks is compared to this optimal case. In these figures, the CQI is computed by using the averaging method.
Figure 4 compares the average capacities achieved by eNodeB codebooks computed by using different quantization methods. Method 1 refers to the case where channel pairings with correlation 
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 are discarded, and method 2 refers to the case where all possible channel pairings are used. From this figure, we can see that the codebook designed by using the capacity criterion performs better than the one designed with the SIR criterion, and also that discarding the highly correlated channel pairs improves the performance. The loss in capacity compared to the unquantized eNodeB codebook is less than 5 %. The codebook that achieves the best performance is given in the appendix.
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Figure 4: Performance comparison of the different quantization methods
Figure 5 illustrates the performance of the DFT based eNodeB codebook. The optimal performance of the DFT codebook is achieved when all possible 74 beamforming matrices are used. The size of the codebook is then reduced to 16 by suboptimally choosing 16 of these 74 beamforming matrices.
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Figure 5: Performance of the DFT based eNodeB codebook
Figure 6 compares the performance of the best eNodeB codebook from Figure 4 and the DFT based codebook from Figure 5. From the comparison we can see that the performance of the quantized codebook is close to the unquantized codebook, and the DFT based codebook also performs well.
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Figure 6: Performance comparison of the quantized eNodeB codebook and the DFT based eNodeB codebook
5. Conclusions

In this contribution, we studied the ZF beamforming method for MU-MIMO. We observed that a disadvantage of this method is the requirement for a large eNodeB codebook size. We presented a design procedure for the design of codebooks with reduced size for MU-MIMO, which preserves the performance. We also provided formulas for SINR and related CQI computations.  

We clearly demonstrated that a codebook quantized to 16 matrices is sufficient for reasonable performance. We also showed that these methods result in efficient user-selection and downlink control signaling overhead. Simulation results showed that the size of the eNodeB codebook can be reduced with only a small (5 %) penalty in performance.
We recommend that these efficient codebook techniques for downlink MU-MIMO be further evaluated.
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7. Appendix

The codebook that gives the best performance in Figure 4 and which was computed by quantizing the original eNodeB codebook is given below.
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