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1. Introduction

This document discussed some design considerations for the X2 interface. 
2. X2 Interface
The X2 interface is an inter-eNB logical interface as a dedicated and direct link between all eNodeBs that are “radio” neighbors may not be available (e.g., eNodeBs radiating from mountain tops, tall buildings etc. may be visible very far away) or practical (considerations such as deployment costs).
The latencies on all X2 connections to a given eNodeB may not be uniform due to the following reasons: 
· Variability in the S1 interface latency (in case logical X2 interface uses the physical S1 interface) due to backhaul loading and type (fiber vs E1)
· MME processing delays (For X2-interface traffic MMEs would typically perform a forwarding function)
The RAN3 LS (see [1]) indicates an expected value of 10-20ms. 
The transport protocol selected for the X2 interface is SCTP. 
The following information is required on the X2 interface 
· Handover related information 

· Load Indicator information

· Fractional Frequency reuse information (if needed)
The bandwidth requirements for the X2 interface should be designed to handle the worst-case (including all above messages/data) based on above information such that the latency targets outlined by RAN3 LS are met. 
2.1. X2 Interface – Handover related messages
The following are the handover related messages that are proposed for the X2 interface 
· Messages for handover preparation between source eNB and target eNB (The target eNBs are typically “radio” neighbors)
· Session information transfer due to handovers

· Data transfer due to handovers (typically queue and context transfer)
The bandwidth requirements for handover messages on the X2 interface are as follows: 
· Worst-case # of handovers per eNodeB per unit time

· Maximum size of session information transfers

· Maximum size of data transfer (typically queue and context transfer)

2.2.  X2 Interface – Load Indicator related messages

The following are the handover related messages that are proposed for the X2 interface  
· Load indicator transmitted from each eNB to its configured “radio” neighbors per sub-band [sub-band width = M RBs] per N TTIs including a time-stamp/counter

· M and N are configurable
· Timestamp would help align the bits received from different cells/determine which ones should be used/discarded 

· Counter length (Lc) long enough to cover worst-case delay differential

· Bandwidth requirements are a function of M, N, Lc, System Bandwidth, and transport protocol overhead 

An alternate approach is that the Load Indicator is transmitted only if IoT crosses a threshold (each eNB may use a different threshold). The trade-off with this approach relative to the approach above are as follows: 
· Lower overhead 

· Uncertainty whether or not the eNB transmitted a Load Indicator or there was a delay in reception (until worst-case latency. The worst-case latency depends on a large number of factors and therefore difficult to characterize) 

· Bandwidth requirements same as above (interface has to be designed to handle worst-case)

2.3. X2 Interface – Fractional Frequency Reuse related messages

FFR is a key capability of LTE and can be utilized to improve performance of cell edge users in interference limited scenarios on the downlink and uplink. Static or Semi-Static FFR can be enabled by using message exchange between eNodeBs via the S1 interface or X2 interface. In addition to the S1 interface the X2 interface may be needed for dynamic FFR if performance gains and practical implementations suggest notable value. 

If it is determined that FFR related information should be exchanged over the X2 interface, then the following FFR related information is proposed for the X2 interface: 
· Indication by an eNB to all its immediate “radio” neighbors about assigned fractional frequency re-use resources 

· Update rate depends on how dynamic an FFR algorithm is desired 

· RB/TTI mapping (potentially on a per RB per TTI basis) being used for time-frequency reuse 

· Per sub-band indication and semi-static FFR update would lead to lower overhead 
2.4. Requirements for Handover 

The following are requirements for handover that affect the X2 interface
· Bandwidth requirements

· Worst-case # of handovers per cell or eNB per unit time 

· Maximum size of session information transfers

· Maximum size of data transfer (typically queue and context transfer)
· Latency requirements
· Ensure that all information carried over the X2 interface is delivered within the latency interval specified by the RAN3 LS (10-20ms) 

2.5. Requirements for X2 based interference management 

The following are requirements for X2 based interference management that affect the X2 interface
· Air-Interface

· Direct measurement of Interference over Thermal (IoT) per RB per TTI 

· Filtering of IoT information based on M and N defined earlier 

· eNB must specify the following to the UE

· Maximum number of cells reported for UL Interference Management: NIM
· Es threshold for neighboring cell reports: TN
· DL Es update interval: Update_Int

· Update interval should be chosen to ensure dynamic operation of interference management algorithm while minimizing air-interface overhead 

· Knowledge of DL Es (at UE) required at serving eNB 

· UE required to signal information about DL Es from up to NIM strongest cells with Es exceeding TN every Update_Int seconds
· Transport protocol 

· Ensure that Load indicators from a given cell are delivered in order that they were generated

· Latency requirements
· Ensure that Load indicator information is relayed within the latency interval specified by the RAN3 LS (10-20ms)  

2.6. Requirements for FFR 

We suggest investigating the following aspects in order to determine whether or not FFR related messages should be exchanged over the X2 interface: 
· Required update rate (i.e. RB and TTI partitioning) for FFR allocation per cell 

· Trade-off between scheduling high priority users vs usage of FFR at cell edge to improve coverage 
If above studies indicate that dynamic FFR is required and practical then we propose to define the following 
· Air-interface 

· Update rate of UE data buffer per radio bearer

· Update rate of UE PA headroom
· X2-interface

· Update rate of FFR allocation 

· Granularity for FFR allocation

3. References

[1] RAN3 LS to RAN1






































































































































































































































































































