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1. Introduction
In this contribution we propose that differential feedback with resets be used to reduce the uplink signaling overhead. In particular we propose that binary differential feedback be used to track channel variations, and non-differential feedback be used during initialization and resets.  
This contribution is an update of [1]. Differential feedback was also considered by Broadcom in [2] and Nortel in [3]. In this contribution we provide more simulations results for different assumptions such as different number of resource blocks (RBs) per resource block group (RBG) for group feedback study and its impact on binary differential feedback, the use of Householder (HH) unitary codebooks for precoding and for different MIMO configurations. The Householder codebook uses the one described in [12]. 
In this proposed feedback scheme a pre-coding matrix index (PMI) is used to feedback a codeword index into a codebook, such as that shown in [4], [5], [6], and [12], during initialization and/or reset. Between resets binary differential feedback is used to track the channel and fine tune the pre-coding matrix. In addition we consider one feedback per RBG as a method to further reduce feedback overhead.  Since binary differential feedback requires only a single feedback bit while non-differential feedback requires many more feedback bits, usually ranging from 3 to 6 bits depending on codebook size and rank, binary differential feedback combined with non-differential feedback/pre-coding method can significantly reduce the feedback overhead.
In general binary differential feedback may be more suitable for low speed channels, and non-differential feedback may be more suitable for high speed channels. Combined differential/non-differential feedback may be considered to reduce feedback overhead and improve performance. 
2. System description 
2.1. Dual feedback scheme

Figure 1 is a conceptual block diagram which depicts a dual feedback scheme for DL MIMO pre-coding. The dual feedback system consists of two feedback processes, namely initialization/reset and tracking. The dual feedback scheme can use any standardized pre-coding scheme such as HH or DFT pre-coding matrix for initialization and resets, and uses binary differential feedback for channel tracking between resets. Reset processing can be performed either periodically or aperiodically. Tracking is used to continuously update the pre-coding matrix obtained at each reset and at initialization. Only one bit per RBG is fed back per feedback instance during tracking.
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Figure 1. Illustration of dual feedback scheme for DL MIMO pre-coding

Binary differential feedback can be reset every M TTIs, for a certain period of time, or aperiodically. This avoids error accumulation, or propagation, due to binary differential feedback processing. Figure 2 depicts a possible timing for a dual feedback scheme using resets, and tracking feedback between resets. Unitary matrix based pre-coding/feedback is used at initialization and resets, and binary differential feedback is used for fine tuning and updating the unitary pre-coding matrix.  
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Figure 2. Illustration of dual feedback scheme timing 

2.2. Non-differential feedback at initialization and resets
We use an existing pre-coding/feedback scheme for initialization and resets. The pre-coding/feedback schemes may include HH pre-coding matrices [6] [12] or DFT pre-coding matrices [4] [5]. For every N feedback instances the index to the selected pre-coding matrix or pre-coding matrix index (PMI) is fed back to the NodeB from the UE. 

2.3. Binary differential feedback at tracking
Binary differential feedback is used for tracking. It is used to update the pre-coding matrix that is fed back at initialization and resets. Suppose at feedback instance n, n+N, n+2N,… the pre-coding matrices corresponding to the fed back PMIs are represented by T[n], T[n+N], T[n+2N],…. respectively. Binary differential feedback is used between T[n] and T[n+N], etc. The pre-coding matrix T[n] is updated by a single binary bit b[n+1] that is fed back from receiver at feedback instance n+1 and so on. 

Grassmannian line packing can be used to define the beamforming space [7]. The Grassmann geodesic is the curve of the shortest length between two points in Grassmann manifold space [4]. Geodesic flow is a signal flow along the geodesic or the curve of the shortest length in Grassmann manifold 
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where Q(0) and Q(t) are the points in Grassmann manifold space at time 0 and t respectively. X is a skew-symmetric matrix and is restricted to be of the form 
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The matrix Y is expressed by
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Using equations (3), (4) and (5), one can define the precoding matrix and its update as 
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 where 
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and has dimension Nt by Nt, with Nt denoting the number of transmit antennas. 
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 is a unitary matrix of dimension Nt by Nt and E[n] is the orthogonal complement of T[n]. Matrix Y has dimension Nt by Ns, with Ns denoting the number of transmitted data streams. Matrix G[n] is a random matrix and has dimension Nt-Ns by Ns. G[n] is used to approximate matrix Z in equation (4) and is generated with independent and identical complex Gaussian distribution with zero mean and variance 
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 in equation (6) represents the signal flow from the current to the next precoding matrix along the curve of the shortest length in the beamforming space. The binary bit b[n] determines one of the two opposite directions of the signal flow determined by F[n] along the curve of the shortest length in the beamforming space when the pre-coding matrix is updated. 

The feedback bit is generated using the measurement of effective channel as
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The measure 
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 is an effective channel measurement for the preferred direction that maximizes a certain metric. Denoting 
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where H[n+1] is the channel matrix and 
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Various metrics can be considered including the Frobenius norm of the effective channel or mean square error (MSE). If the Frobenius norm of the effective channel is used, the metric function can be expressed as 
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When MSE is used, the metric function can be expressed as
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Other metrics such as channel capacity can also be used.

The transmitter and receiver update the pre-coding matrix using equation (6). In order to obtain the same update for the pre-coding matrix, the matrix G[n] should be known to both transmitter and receiver. This can be done by synchronously generating G[n] by pseudo random number generators at the transmitter and the receiver for the time when communication between transmitter and receiver starts.

An efficient computation of T[n+1] given T[n] and G[n] is described as follows. The concept of CS decomposition and the method described in [5], [6] can be applied.

1. Decompose the matrix G[n] using compact singular value decomposition, i.e. compact SVD, as 
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      The matrix 
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Those variables
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 are the principal angles between the subspaces T[n] and T[n+1]. If the feedback bit b[n+1] is -1, decompose –G[n] instead.

2. Compute the values of 
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3. Construct diagonal matrices C and S such that 
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      and 
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4. Finally compute the matrix T[n+1] by
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Other binary feedback methods can also be used.

3. Simulations Results
3.1. Dual pre-coding and feedback scheme

In this section, we provide simulation results for the proposed dual feedback/pre-coding scheme using binary differential feedback and compare it with existing feedback/pre-coding schemes using a Householder (HH) or DFT codebook. We simulated a DL MIMO with a 4x4 and 4x2 antenna configurations with one and two streams, and a 4x1 antenna configuration. The simulation parameters are summarized in Table 1. 

Table 1 Simulation Parameters
	Parameter
	Assumption

	Carrier frequency
	2.0 GHz

	Sampling frequency
	7.68 MHz

	Transmission bandwidth
	5 MHz

	TTI length
	1 ms

	Number of OFDM data symbols per TTI
	12

	Number of occupied subcarriers
	300

	FFT block size
	512

	Number of used subcarriers for data
	10 RBs

	Cyclic Prefix (CP) length
	5.078 us (39 samples)

	Channel model
	SCME-C

	Antenna configurations 
	4 x 1, 4 x 2 and 4 x 4 

	Fading correlation between transmit/receive antennas
	as defined in SCME-C

	Moving speed
	3 km/hr, 30 km/hr

	Data modulation
	QPSK, 16QAM and 64QAM

	Channel coding 
	Turbo code with soft-decision decoding 

	Coding rate
	1/3

	Equalizer 
	LMMSE

	HARQ
	Chase combining

	Max number of HARQ retransmissions
	4

	Group feedback
	One feedback per 2, 4, 10 RBs

	Feedback error
	None (Assumed ideal)

	Feedback delay
	2 TTIs

	Feedback interval
	2, 4, 6, 9, 18, 24 TTIs

	Channel Estimation
	Ideal channel estimation

	Codebook for MIMO precoding
	Householder, DFT unitary codebooks


In order to compare the performance for the same feedback overhead the following feedback patterns are used:

Householder codebook (4 bits)
HH-Binary precoding  R B B R B B R B B R ...

HH Precoding         R     R     R     R ...

Capital R represents resetting matrix feedback and capital B represents binary feedback. In the simulations 4 bits are used for HH matrix feedback during reset and 1 bit is used for binary feedback. HH matrix feedback and HH-binary feedback have the same feedback overhead in this setup.

Figure 3 shows BLER performance for HH and HH-binary precoding for a 4x2 antenna configuration for 16QAM with two streams. Double codeword is assumed. The first and second codewords are mapped to the first and second layers respectively. As compared with HH pre-coding, 1 – 1.5 dB performance gains are observed when using binary differential feedback to update HH pre-coding matrix. Two values for the standard deviation of the complex Gaussian distribution are shown for binary feedback. These results and those of other simulations have shown that the performance is insensitive to the standard deviation at 10% BLER.
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Figure 3. Performance comparison between HH precoding and HH-binary precoding for 4x2 MIMO with two data streams using 16QAM (3 km/h).  4-bit Householder codebook.
The performance for other cases are shown in Appendix A. Table 2 summarizes the performance comparisons and improvement for HH precoding using binary differential feedback to refine HH precoding with respect to HH only precoding for 3 km/h. Table 3 shows the similar performance comparisons for 30 km/h.

Table 2. Summary of Performance Gains with Binary Differential Feedback – 3 km/h

	BLER
	4 x 1


	4 x 2, one stream

(rank 1)
	4 x 2, two streams

(rank 2)
	4 x 4, two streams

(rank 2)

	10%
	1 dB
	0.8 dB
	1 dB
	0.6 dB

	1%
	2 dB
	2 dB
	1.5 -2 dB
	1 dB


Table 3. Summary of Performance Gains with Binary Differential Feedback – 30 km/h
	BLER
	4 x 1


	4 x 2, one stream

(rank 1)
	4 x 2, two streams

(rank 2)

	10%
	1.5 dB
	2 dB
	1 dB

	1%
	1.6 dB
	2.1 dB
	N/A


We can observe that the use of binary differential feedback with periodic reset results in a performance improvement of 0.6 – 2.1 dB for the same total feedback overhead.

The required differential feedback interval depends on the rate of channel variation due to motion. The optimum feedback rate, or interval, may be determined by simulations. A fixed feedback rate may be used as a compromise for a range of vehicle speeds and channels. The feedback interval can also be configured, or reconfigured, to meet certain performance requirements. If information about vehicle speed is available, that may be used as well. In addition to the above the step size of the pre-coding matrix update can also be optimized.

3.2. Performance with various RBG sizes

In this section we consider the performance of binary differential feedback as a function of frequency granularity. Figure 4 shows performance of group feedback for different numbers of RBs per RBG and its impact on binary differential feedback. A 4x2 antenna configuration and 16QAM with dual codewords are assumed. The performance is similar when the number of RBs increases from 2RBs to 4 RBs. This is because an RBG of 4 RBs is still within the coherence bandwidth for the SCME-C channel model. When number of RBs continues to increase to 10 RBs, more significant degradation in performance, about 1.5 – 2.5 dB, is observed. 

In the case of 2 RBs and 4 RBs, HH-binary precoding outperforms HH precoding by 2 dB and 1.3 dB, respectively. In the case of 10 RBs HH-binary still outperforms HH by 0.9 dB. Since in the case of 10 RBs the frequency selectivity dominates the precoding performance, finer precoding updates by binary differential feedback can improve performance but not as much as for 2 or 4RBs. When frequency granularity is sufficiently fine, the precoding matrix dominates the performance so that finer precoding matrix updates using binary differential feedback significantly improves the performance. 
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Figure 4. Performance for different numbers of RBs per RBG for HH, HH-Binary precoding for 4x2 MIMO with two data streams using 16QAM (3 km/h).  4-bit HH codebook.
4. Feedback Overhead Summary

Here we evaluate the feedback overhead for this proposed dual feedback scheme for a DFT precoding codebook. Note that the HH and DFT codebooks have the same feedback overhead if the same size of codebook is used for them. We assume a binary differential feedback reset every 5 TTIs for the 6-bit codebook, and a reset every 6 TTIs for the 5-bit codebook. Also we evaluate the worst case overhead which corresponds to a feedback every TTI. A slower feedback rate can be obtained by linearly scaling down the numerology for the fast feedback. Table 4 shows the summary of the feedback overhead in kbps for a 5MHz bandwidth. The feedback overhead for other bandwidths can be obtained by linear extrapolation of the numbers in Table 4. 
Table 4. Feedback overhead for binary differential precoding and feedback

	Codebook size
	Feedback bit rates

	
	300 subcar.

(1 RBG)
	156 subcar.

(2 RBGs)
	72 subcar.

(5 RBGs)
	12 subcar.

(25 RBs)

	32 (5 bit)
	2.8 kbps
	5.6  kbps
	14  kbps
	70  kbps

	64 (6 bit)
	1.8 kbps
	3.7  kbps
	9.2  kbps
	45.8  kbps


A feedback overhead evaluation was also done by Alcatel-Lucent using regular DFT precoding in [11]. Table 5 is a summary of feedback overhead reported in [11].

Table 5. Feedback overhead for regular DFT precoding
	Codebook size
	Feedback bit rates

	
	300 subcar.
	156 subcar.
	72 subcar.
	12 subcar.

	32 (5 bit)
	5 kbps
	10  kbps
	25  kbps
	125  kbps

	64 (6 bit)
	6 kbps
	12  kbps
	30  kbps
	150  kbps


Comparing tables 4 and 5, we conclude that the feedback overhead can be reduced significantly by using binary differential feedback and precoding. For a codebook size of 32 the feedback overhead is reduced by 44% for all frequency granularities. For a codebook size of 64 the feedback overhead is reduced by 70% for all frequency granularities. The reduction of feedback overhead with respect to regular DFT precoding is summarized in Table 6.

Table 6. Reduction of feedback overhead using binary differential precoding and feedback

	Codebook size
	Feedback bit rates

	
	300 subcar.

(1 RBG)
	156 subcar.

(2 RBGs)
	72 subcar.

(5 RBGs)
	12 subcar.

(25 RBs)

	32 (5 bit)
	44%
	44%
	44%
	44%

	64 (6 bit)
	70%
	70%
	70%
	70%


5. Conclusions

In this document a MIMO pre-coding feedback scheme based on dual pre-coding and feedback is described. In the proposed feedback and pre-coding scheme a unitary matrix is used at initialization and reset. Between resets binary differential feedback is used to track the channel and fine tune the precoding matrix. The proposed precoding and feedback scheme requires significantly less (44% – 70%) feedback overhead than the schemes only using non-differential precoding and feedback while maintaining the same performance. Alternatively, performance can be improved while maintaining the same overhead as conventional non-differential precoding feedback schemes. Simulations show that the performance gains range from 0.8 to 2.1 dB depending on the MIMO configurations. The performance gains are reduced somewhat as the size of the RBG is enlarged.
We propose that differential feedback with resets be used to improve the uplink signaling overhead. In particular we propose that binary differential feedback be used to track channel variations, and non-differential feedback be used during initialization and resets.  
References

[1] R1-071103, InterDigital, “Binary Differential Feedback Scheme for Downlink MIMO Precoding for E-UTRA”, 3GPP TSG-RAN Working Group 1 Meeting #48bis, St. Julian’s, Malta, 26-30 March, 2007
[2] R1-070800, Broadcom, “Compact Codebook for Unitary Precoding MIMO with Support for Rank Reduction”, 3GPP TSG RAN WG1 #48, St. Louis, USA, 12 – 16 February, 2006
[3] R1-071452, Nortel, “Differential Codebook for LTE Downlink Closed Loop MIMO", 3GPP TSG-RAN Working Group 1 Meeting #48bis, St. Julian’s, Malta, 26-30 March, 2007
[4] R1-070131, Samsung, “MIMO Precoding for EUTRA Downlink”, 3GPP TSG RAN WG1 #47bis, Sorrento, Italy, January, 2007.
[5] R1-060457, Qualcomm, “Description of Single and Multi Codeword Schemes with Precoding”, 3GPP TSG RAN WG1 #44, Denver, USA, February 2006.
[6] R1-062650, Texas Instruments, “Codebook Design for E-UTRA MIMO Pre-coding”, 3GPP TSG RAN WG1 #46bis, Seoul, Korea, 9 – 13 October, 2006.
[7] A. Edelman, T. A. Arias and S. T. Smith, “The geometry of algorithms with orthogonality constraints,” SIAM J. Matrix Anal. Appl., vol20, no. 2, pp.303-353, Oct. 1998.
[8] K.A. Gallivan, A. Srivastava, X. Liu and P. V. Dooren, “Efficient algorithms for inferences on Grassmann manifolds,” Proc. IEEE Workshop on Statistical Signal Processing, Sept. 2003, pp. 315-318.
[9] G. H. Golub, C. F. V. Loan, Matrix Computation, third edition.
[10] D. J. Love, R. W. Heath and T. Strohmer, “Grassmannian beamforming for multiple-input multiple-output wireless systems,” IEEE Transaction on information theory, vol. 49, No.10, Oct. 2003.
[11] R1-070689, Alcatel-Lucent, “Frequency selective feedback for precoding in E-UTRA downlink with low feedback bit rate,” St. Louis, USA, Feb, 2007
[12] R1-071799, TI, et al, ”Way Forward on 4-Tx Antenna Codebook for SU-MIMO”, 3GPP TSG-RAN Working Group 1 Meeting #48bis, St. Julian’s, Malta, 26-30 March, 2007
Appendix A. Performance results 
Figures A-1 through A-3 show performance results for 3 km/h. Figure A-1 shows the block error rate (BLER) for HH codebook precoding for a 4x1 antenna configuration with one data stream using 64QAM at 3 km/h. Compared with a scheme using HH matrix pre-coding and feedback alone (4-bit codebook), 1 dB performance gains are observed when using binary differential feedback to update HH pre-coding matrix.
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Figure A-1. Performance comparison between HH precoding and HH-binary precoding for a 4x1 antenna configuration using 64QAM (3 km/h). 4-bit HH codebook. 

Figure A-2 shows BLER for a 4x4 antenna configuration with rank 2 for 16QAM. 4-bit HH unitary codebook is assumed. Dual codewords are used, with the first codeword assigned to the first layer and second codeword to the second layer. HH-binary precoding is compared with HH precoding in performance, and 1.1 dB performance gains are observed.
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Figure A-2. Performance comparison between HH precoding and HH-binary precoding for 4x4 MIMO with two data streams using 16QAM (3 km/h). 4-bit HH codebook.
Figure A-3 shows block error rate (BLER) for DFT codebook precoding for a 4x1 antenna configuration with one data stream using 64QAM at 3 km/h. Compared with a scheme using DFT matrix pre-coding  and feedback alone (5-bit codebook), 1.1 – 2 dB performance gains are observed when using binary differential feedback to update the DFT pre-coding matrix.
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Figure A-3. Performance comparison between DFT precoding and DFT-binary precoding for a 4x1 antenna configuration using 64QAM (3 km/h). 5-bit DFT codebook.

Figures A-4 through A-7 show performance for 30km/h. Figure A-4 shows BLER for a 4x1 antenna configuration with one data stream for 64 QAM. Compared with DFT matrix pre-coding and feedback (5-bit codebook), 1.5 dB performance gains are observed when using binary differential feedback to update DFT precoding matrix.
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Figure A-4. Performance comparison between DFT precoding and DFT-binary precoding for a 4x1 antenna configuration using 64QAM (30 km/h). 5-bit DFT codebook.
Figure A-5 shows BLER performance for a 4x2 antenna configuration with rank two for QPSK. Compared with HH matrix precoding and feedback (4-bit codebook), 1 dB performance gains are observed when using binary differential feedback to update HH precoding matrix.
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Figure A-5. Performance comparison between HH precoding and HH-binary precoding for a 4x2 antenna configuration with two data streams using QPSK (30 km/h). 4-bit HH codebook.
Figure A-6 shows BLER performance for a 4x2 MIMO antenna configuration for 64QAM with two streams. Compared with DFT matrix precoding and feedback (6-bit codebook), 1 – 1.3 dB performance gains are observed when using binary differential feedback to update DFT precoding matrix. 
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Figure A-6. Performance comparison between DFT precoding and DFT-binary precoding for a 4x2 antenna configuration with two streams using 64QAM (30 km/h). 6-bit DFT codebook. 
Figure A-7 shows BLER performance comparison between HH and HH-binary for a 4x2 MIMO antenna configuration for 64QAM with two streams. Compared with HH matrix precoding and feedback (4-bit codebook), 0.8 dB performance gains are observed when using binary differential feedback to update HH precoding matrix.
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Figure A-7. Performance comparison between HH precoding and HH-binary precoding for a 4x2 antenna configuration with two streams using 64QAM (30 km/h). 4-bit HH codebook.
_1226846306.unknown

_1232107371.vsd
MUX


Pilot


Precoding
T[n]


Data


Generate matrix G


Precoding matrix 
update


non-differential 
feedback


Channel
estimator


Generation of 
feeedback bit(s)


Link
Adaptation


Doppler Adjustment
(optional)


Transmitter


Receiver


Trio Feedback that Combined Binary and Differential & Non-differential Feedback System


differential 
feedback


binary 
feedback


MUX


Pilot


Precoding
T[n]


Data


Precoding matrix 
update


Initialization/reset


Channel
estimator


Generation of 
feeedback bit(s)


Rank
Adap-tation


Transmitter


Receiver


Dual Feedback System


Tracking feedback



_1232198833.unknown

_1238596576.vsd
Initialization 
(HH or DFT)


Binary
feedback


Binary
feedback


Binary
feedback


Binary
feedback


Binary
feedback


Reset
(HH or
DFT)


Binary
feedback


Binary
feedback


Binary
feedback


Binary
feedback


Binary
Feedback


Reset
(HH or DFT)


Binary
feedback



_1232184070.unknown

_1232184304.unknown

_1232183752.unknown

_1231945396.unknown

_1231945408.unknown

_1226846909.unknown

_1226847378.unknown

_1223049140.unknown

_1226242507.unknown

_1226402736.unknown

_1226846227.unknown

_1226325454.unknown

_1226325474.unknown

_1226402718.unknown

_1226242536.unknown

_1226242872.unknown

_1223049272.unknown

_1223049509.unknown

_1224688837.unknown

_1223049513.unknown

_1223049291.unknown

_1223048983.unknown

_1223049119.unknown

_1223049032.unknown

_1223047163.unknown

_1223047339.unknown

_1223047061.unknown

_1223047080.unknown

_1223047054.unknown

