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1. Introduction

This contribution discusses in detail the performance of circular buffer (CB) rate-matching (RM) and Rel 6 RM [1]. The CB RM studied are the RM proposal submitted for evaluation on 14 April 2007, including the ‘FFS’ item corresponding to the R1-071795 contribution (offset of delta=1 in second parity buffer). Simulations results indicate that CB RM and Rel6 RM perform fairly well at lower coding rates while at high coding rates, the CB RM proposal can have (with offset delta = 1) better performance at several block sizes. A companion contribution (R1-072138) indicates that CB RM can also facilitate a simpler implementation, where dummy bits are removed after RV generation to enable efficient virtual CB implementation. If as good or better performance than Rel 6 are desired along with a simpler implementation, CB RM may be considered; otherwise Rel 6 RM as defined in [1] may be sufficient.
2. Rate Matching based on Circular Buffer 

The input to the circular buffer based RM is the same as the input to the Rel-6 RM block, which comprise the bit streams generated by the turbo encoder. As defined in [2] the output of Rate-1/3 turbo code is separated into three streams, corresponding to the systematic bit stream and the two parity streams, also called Systematic, Parity1 and Parity2 streams, respectively. The 12 tail bits are uniformly distributed in the three streams.

The circular buffer-based rate-matching (RM) provides a simple method of generating puncturing patterns with good performance [3]. In the circular buffer method, each stream is rearranged with its own sub-block interleaver. Then, a single output buffer is formed by placing the rearranged systematic bits in the beginning followed by interlacing the two rearranged parity streams. 

For a desired code rate of operation, the number of coded bits Ndata to be selected for transmission is calculated and passed to the RM block as an input. The bit selection step of the CB RM simply reads out the first Ndata bits beginning from a certain starting point in the buffer. If the end of the buffer is reached, then the reading continues by wrapping around to the beginning of the buffer (and hence the term circular buffer, CB). Therefore, puncturing and repetition can be achieved using a single method. 
Circular buffer has an advantage in flexibility (in code rates achieved) and also granularity (in streams sizes). For HARQ operation, different redundancy versions (Xrv) can be specified by simply defining different starting points in the CB. 

In the CB proposal, the starting positions of the eight redundancy versions (RV) are set at ((6(i+1)(K/16(, i = 0, 1, …, 7, where i is the RV number, K is the size of each stream, i.e., K = KFEC + 4, and KFEC is the QPP interleaver size. However, this RV definition implies an intermediate step of forming a Physical CB at the transmitter. An alternate RV definition that does not require formation of a Physical CB at the transmitter is described in [8]. Note that with either RV definition, the resulting puncturing patterns are very similar and therefore the performance in either case is very similar. 

3. Simulation Setup 

The simulation setup follows the way forward [9] (six iterations, max-log-map, QPSK, AWGN channel). The results shown in this document are for the Redundancy Version number 0. 

4. Details of CB RM 
The CB proposal uses a rectangle-based (or row-column) permutation for permuting each of the three input streams. Given K is the input stream length, the dimensions of the rectangle are (K/32( rows by 32 columns. First the input bits are written row-wise into the rectangle starting from the top left corner. Then, column permutations according a length-32 permutation are performed. Finally, the output stream is read column-by-column starting from the top left corner. When the rectangle is not full, dummy bits are used to fill up the last (K/32( ( 32 ‑ K  positions in the rectangle, and these dummy bits are discarded at the end of rate matching. 
In [6], the CB proposal employs the same row-column permutation for Systematic, Parity1 and Parity2 streams. Therefore, for rectangle length Krect=(K/32( ( 32, if (sys denotes the rectangular interleaver for the systematic stream, then the rectangular interleaver for the two parity streams are obtained as follows. 
                                                 (p1(i) =(sys(i) ,  0 ( i < Krect
             (p2(i) =(sys(i) ,  0 ( i < Krect                                              ( LISTNUM equat \l1
However, the CB proposal described in [6] exhibits undesirable performance at high coding rates such as R=0.9 (see Figure 1). Losses around 4 dB with QPSK and AWGN channel are observed for a wide range of block sizes K. 

To ensure good performance at high coding rates, the Parity2 interleaver may be offset using an odd-valued constant. This enables exploiting the following two properties to avoid bad puncturing patterns at high code rates - i) odd-even property of QPP, where odd positions in QPP interleaver input are mapped to odd positions in the output) and ii) the property of sub-block interleaver with BRO that naturally group all the even indexed columns in front of all the odd indexed columns in subblock interleaving. Optimization of the offset was listed as an FFS in [6] and it was first introduced in a Malta contribution [7]. Therefore, using an offset (, the subblock interleaver for Parity2 stream is defined as 
                    (p2(i) =((sys(i)+ () % Krect ,  0 ( i < Krect                                ( LISTNUM equat \l1
where % denotes the modulo operation. The subblock interleaver for Parity1 stream is the same as in (1),
(p1(i) =(sys(i) ,  0 ( i < Krect,  0 ( i < Krect.
Figure 1 compares the performance of the CB with no Parity2 Offset optimization (i.e., (=0) Vs. (=1. It is observed that Parity2 Optimization leads to a significant performance improvement, especially at high coding rates. In the rest of the document, CB simulation results are provided with offset (=1. 
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Figure 1. Comparison of Circular Buffer with Offset =0 vs. CB with Offset = 1. 

5. Performance

Simulations were performed according to [9] to show the performance of CB-based RM in comparison to the Rel-6 rate matching defined in [1]. The SNR required to achieve a given Block Error Rate (BLER) is plotted versus QPP interleaver sizes. 

Figures 2 and 3 show the performance of the CB at three higher coding rates, R={0.7, 0.8, 0.9}, at BLER = 1% and 0.2%. Figures 4 and 5 show the performance of the CB at three lower coding rates, R={0.4, 0.5, 0.6} at BLER = 1% and 0.2%. Figures 6 and 7 show the performance of the CB at BLER = 1% and 0.2% for KFEC=2048 information bits and code rates ranging from R = 2048/2560 to R = 2048/6144. 
It can be seen that the CB-based RM has a peformance the same or very close to Rel-6 RM at coding rates 0.7 and lower. At rate 0.6, CB-based RM is slightly worse than Rel-6 based RM, but the difference is only about 0.1 dB. At high coding rates such as 0.9, the CB RM can outperform Rel6 RM at several block sizes. The performance at small KFEC area for high code rates such 0.9 can be de-emphasized since they may not be used in practice. For LTE, physical resources are assigned in units of RB (approximately 144 REs), and high coding rates such as 0.9 are expected to be used with higher order modulation. 
The CB based RM has a performance degradation at KFEC=1792 and 2112 bits for high coding rates. To further improve performance, a different ( value such as (=3 may be used for these two sizes.
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Figure 2. High Code Rate Performance comparison of CB vs Rel6 RM at BLER = 1%. 
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Figure 3. High Code Rate Performance comparison of CB vs Rel6 RM at BLER = 0.2 %.
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Figure 4. Low Code Rate Performance comparison of CB vs Rel6 RM at BLER = 1 %.
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Figure 5. Low Code Rate Performance comparison of CB vs Rel6 RM at BLER = 0.2 %.
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Figure 6. Performance comparison of CB vs Rel6 RM at BLER = 1 % for K=2048 information bits. (X-axis represents codeword size)
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Figure 7. Performance comparison of CB vs Rel6 RM at BLER = 0.2 % for K=2048 information bits. (X-axis represents codeword size)

6. Conclusions
This contribution describes the details of the circular buffer-based RM algorithm and presents simulation results. Results indicate that it is possible to design a CB RM with performance equal to or better than Rel6 RM while facilitating a simpler implementation. 
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