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1
Introduction
In E-UTRA, tail-biting convolutional codes have been proposed for PDCCH.
In this document, we compare the performance of the following convolutional codes (CC):

· Non tailbiting CC with K=9

· Non tailbiting CC with K=7

· Tailbiting CC with K=7
2
Tail-biting Convolution Code (TBCC)
2.1 
Encoding of TBCC

It has been showed widely in the literature that stand-alone feed-forward (or, non-recursive) convolutional codes (CCs) and CCs with feedback (recursive) perform similarly in a wide range of signal-to-noise ratio. In fact, a 256-state (constraint length K=9) non-recursive CC is used in HSDPA for control channels. In this study, we will consider only non-recursive CCs, since this facilitates fast encoding of TBCCs.
Encoding of a non-recursive TBCC is similar to that of the conventional convolutional code (CC), except the initial content of the encoder’s shift register contains the last (K-1) bits of the information block in the reversed order. (MSB of the shift register equals to the last bit.)
In a TBCC, the initial and ending states are the same; thus tail bits need not be sent. This helps save the bandwidth usage, with the cost of higher decoding complexity, and possibly performance loss (possibly after puncturing).

2.2 
Decoding of TBCC

Different decoding algorithms for TBCC have been proposed in the literature. In summary, there are 3 main approaches:

· ML decoding [1]
· Evaluates all possible starting states

· Very highly complex with increasing constraint length
· Iterative Viterbi Algorithm (VA) decoding [1]
· Needs high number of iterations

· Iterative MAP-based decoding [2]

· The MAP with the max operation is similar to soft decision VA decoding
· Needs fewer iterations compared to iterative VA decoding

In this document, we consider primarily the MAP-based decoding since its complexity is not much higher than that of the iterative VA (roughly 2-4 times as much), and MAP is readily available for decoding data channels (Turbo decoder).
3
Simulation Setup
The simulations will be based on Tables 1 and 2. As seen, the numerology is closely related to the context of the PDCCH channel, where rate 1/3 is the baseline. We chose not to consider punctured CC to rate 2/3 here since puncturing affects greatly the performance of TBCC. Careful design of rate-matching as well as choice of TBCC’s polynomials should be noted, which is not the scope of this contribution.
	Slot duration
	0.5 ms

	Subframe duration
	1 ms

	Symbols / Subframe
	14

	FFT size
	512

	Tone spacing
	15 KHz

	Guard tones per symbol
	212

	Channel Model
	AWGN

	Pilot Allocation
	Perfect channel

	Data Allocation
	72 Tones


Table 1
Evaluation Numerology

	Constraint
Length
	Encoder Polynomials
	Information Block Length
	Tail Length
	Num Tones Used
	Modulation
	Nominal Code Rate

	K=9 – CC
	(557, 663, 711)
	40
	8
	72
	QPSK
	0.2778

	K=7 – CC
	(171, 165, 133) from [3]
	
	6
	
	
	

	K=7 – TBCC
	
	
	0
	
	
	


Table 2
Options for Coding
[image: image1.emf]-1 -0.5 0 0.5 1 1.5 2 2.5 3

10

-4

10

-3

10

-2

10

-1

10

0

Es/Nt (dB)

BLER

64-state CC

64-state TBCC

256-state CC


Figure 1

Comparison
From Figure 1, the following can be observed:

· At low SNR, the performance of K=7 TBCC is slightly worse than K=9 CC

· At an operating point of 1% BLER

· K=7 TBCC is approx. 0.2 dB better than K=9 CC

· K=7 TBCC is approx. 0.7 dB better than K=7 CC

Note that the decoding of K=7 TBCC involves 2 iterations, each iteration consists of forward and backward recursions.
4
Conclusions
The total payload for PDCCH is expected to be lower bounded by 40-bits [4]. From the results seen in section 3, there is almost no difference in performance between K=7 TBCC and K=9 CC. 

In view of the results seen in this document, we propose to eliminate K=7 tailbiting CC as an option for PDCCH.
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