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1. Introduction

In the RAN1#48 meeting in Sorrento (January, 2007), a working assumption of having 3 different sequence for primary SCH (P-SCH) was agreed [1]. However, the work for the sequence selection for the P-SCH and the secondary SCH (S-SCH) is still ongoing. In this contribution, we study the properties of potential P-SCH sequences which could be used as the primary SCH (P-SCH) sequences. Meanwhile, we also discuss briefly schemes for allocating sequences to P-SCH. 

2. Basic requirements for the PSCH sequences 
The P-SCH is mainly used for symbol timing detection [1]. Although the multiplexing schemes of SCH and the schemes to allocate the sequences are still under investigation, it was agreed that 3 different PSCH sequences will be used. Generally, the first step of the cell search process is done in the time domain, but the PSCH design can still be defined inn either time or frequency domain. Below we have listed some basic requirements that should be considered when defining the P-SCH sequences.
(1) Good auto-correlation property in the time domain for SCH timing detection. This is the basic requirement for peak detection to find the symbol timing and the channel impulse response (CIR).
(2) Good cross-correlation property in the time domain. First it should have low cross-correlation values to the two other P-SCH sequences. Secondly, it should have low cross-correlation values with the data. Due to the data randomization, the only way to achieve a low cross-correlation value is to increase the correlation length.  

(3) Simple correlation scheme(s). To reduce the computation load, it may be desired to use separate domain correlations, rather than a full complex domain correlation, or to simplify the complex domain correlation process. The aim would be to reduce the number of possible complex multipliers used for correlations.  

(4) Low peak-to-average ratio value in both the time and the frequency domains. For the best case, the signal in both domains should have a constant power (amplitude). 

(5) Proper shape in the time or in the frequency domains. This is a minor requirement to simplify the implementation. It may only be needed when the sequence has desired the features in one domain, but must be generated the other domain. One example is that the code with good shape and features in the time domain may result in an undesirable shape (meaning multiple irregular values) in the frequency domain. Therefore, if such a sequence must be generated in the frequency domain, it might be necessary to truncate the corresponding frequency domain sequence into a suitable shape (such as PSK or QAM). Such truncation will induce distortions for the signal in the time domain. 

Sequences that meet all the requirements are difficult to find, but there are some sequences that meet most of the critical requirements. In this contribution, we investigate the following sequences: Zadoff-Chu (ZC) sequence, the Generalized Chirp Like (GCL) sequences (can be thought as a subset of ZC sequences), and the Golay complementary sequences. A random QPSK sequence is used as a reference. 
3. Sequence mapping 

In the sequence mapping it is important that the sequence properties are preserved when the sequence is transferred from one domain to the other. The mapping is different depending on the domain in which the sequence has been designed and generated.
(1) For a time domain sequence generated in the time domain there is no mapping problem since the sequence is designed, generated, and the processed (correlated) in the same domain. Possible distortion may result if the system sampling frequency and the ideal sequence sampling frequency does not match. Since the basic system sampling frequency is 1.92MHz (for 1.25MHz bandwidth system, 128 samples per symbol), so the ideal length of the sequence should be 64, or 32 in order to easily avoid sequence waveform distortion when down sampling the signal with the system sampling frequency.

(2) For a time domain sequence generated in the frequency domain there are at least 3 possible sources of distortions to should be avoided. The first one is similar to the case discussed in the previous section. That is, sideband subcarrier suppression has the same effect as re-sampling the sequence, so the size of the FFT (which is equal to the number of samples per OFDM symbol) should be N times (where N is an integer) the length of the sequence (in the time domain). In principle, the length of the used sequence in the frequency domain can be anything less than or equal to 72. However, the re-sampling task is easier and more efficient when the previous condition is satisfied. The second distortion is DC subcarrier suppression. This distortion can not be completely compensated, but its effect should be reduced as much as possible. It has been shown that the simplest and most efficient way is to discard the first chip of the sequence [2]. The third possible distortion is the same as the fifth requirement in the previous chapter. That is, reshaping of the sequence in the frequency domain may cause the resulting sequence in the time domain to be distorted. 

(3) A frequency domain sequence generated in the frequency domain will have the same issues as described in the previous section. 

The following figures show an example of possible sequence mapping distortions. Figure 1 shows the distortion due to the different sampling frequencies in the time domain. In the figure(s), DF means the down sampling factor, and CL stands for the correlation length (over the full symbol duration). It can be seen that with the ideal FFT length, the autocorrelation property is good. However, if the FFT size is not ideal, the autocorrelation is not perfect anymore. Simply down sampling the signal with a factor of 2, the signal is completely recovered, and the signal property is preserved. It is worth noting that if two nearby noise (and interference) samples are correlated, the down sampling process will not induce a loss in SINR due to the use of short correlation length. 
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Figure 1. Possible distortion due to non-ideal sampling frequencies in the time domain. 

Figure 2 shows the effect of DC suppression to the sequence properties. It can be seen that the effect of DC suppression is very limited when using a simple DC puncturing scheme.  
Based on the previous discussion we can have the following conclusions;

(1) The suitable length of the sequence is determined by a trade-off between the signal properties, the power utilization, and the complexity. There are 3 different possibilities; (1). Use the full length sequence (L=72) without re-sampling. This uses the possible subcarrier powers fully, but the signal is distorted. (2). Use the full length sequence with re-sampling. This will achieve the best performance, but with an additional complicated process of re-sampling. (3). Use the sequence with length 64. This preserves the signal properties with just a simple down sampling process. A small part of the subcarrier power is not used. Among these possible schemes, it seems that the 3rd scheme is the best choice.  
(2) In order to minimize the DC suppression effect, we support to use only chip suppression (DC puncturing) scheme.  
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Figure 2. The effect of DC suppression by puncturing. 

4. Sequence repetition
There could be two main reasons for sequence repetition. One is to enable the autocorrelation scheme for the first step process (symbol timing based on the PSCH detection). However, it has been shown that the cross-correlation scheme with a local reference is superior to an autocorrelation scheme. The extra complexity introduced by the cross-correlation scheme is not significant, compared to the autocorrelation scheme. If the cross-correlation scheme is applied, the repetition shows no gain, but extra peaks at the middle of the sequences correlation, as shown in Figure 3, may bring significant negative effect on the neighbour cell searching process.
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Figure 3. Autocorrelation of the ZC sequence with L=64, and L=32x2.

Another reason of the sequence repetition is that such a sequence structure could bring gains for the frequency offset estimation. However, it is well known from other systems that frequency offset estimators without the help of duplicated waveforms can also achieve good enough performance for the initial synchronization purpose. Furthermore, after initial synchronisation there are better suited signals available for frequency correction like the reference signals. 
In conclusion, repeating the sequence does not bring any gains, but causes significant troubles for neighbour cell search.  
5. The properties of the selected sequences

Based on the basic requirements discussed in the first section, we investigate the following sequences: frequency domain ZC sequence(s) of length 64, time domain Golay complementary sequence(s) of length 64, frequency domain Generalized Chirp Like (GCL) sequences (can be thought as a subset of ZC sequences) of length 71, and a frequency domain random QPSK sequence set of length 72 as a reference. 

5.1 Sequence generation
The ZC sequence can be generated by the following equations
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Eq. 1

where M is an integer relatively prime to N and 
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 and the indexes (M) are selected as 1, 23, 43. The sequence is generated in the frequency domain. After the FFT modulation, the signal is down sampled to 64 samples per OFDM symbol. The first chip of the sequence is located at the DC subcarrier and is set to zero. 

The time domain Golay complementary sequences are generated as followings
The basic element is defined as 
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Eq.2

Then the basic sequence is given as 
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Eq. 3
and the selected sequences are 
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Eq. 4

The frequency domain GCL sequence uses the Eq.1 and 
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. The indexes are 1, 23, and 47 for the 3 P-SCH sequences. After the FFT modulation, there is no re-sampling process so the correlation is done at a length of 128 (assuming 1.92MHz sampling frequency is used). 

The random QPSK sequences are generated in the frequency domain. The same sequence is repeated to real and imaginary parts. Similar to the GCL sequence, there is no re-sampling process so the correlation is done at the length of 128. 

5.2 Autocorrelation in the time domain 
A comparison of the autocorrelation properties of the selected sequences is given below in Figure 4. In this figure, the sequences with index number 1 are selected for comparison. 
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Figure 4. Autocorrelation of the selected sequences.

It can be seen from the figure that the ZC (generated in the frequency domain) has the best performance with a down sampling process. The zero auto correlation property has been preserved. The GCL sequence with length of 71 has also rather good performance from the autocorrelation point of view, even if the zero autocorrelation property are not preserved in the time domain. The random QPSK sequence has quite a similar performance as the GCL sequence indicating that the sequence selection is not that critical from the performance perspective , as long as repetition is avoided,. The time domain Golay sequence is not as good as the frequency domain ZC and GCL sequences. It is worth noting that if the re-sampling process is done for the random QPSK and GCL sequences, they also provide zero autocorrelation values when chip shifted. 

5.3 Cross correlation with other PSCH sequences in the time domain
Figure. 5 shows the cross correlation of the selected sequence sets. The cross correlation values are normalized by their corresponding maximum autocorrelation values.
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Figure 5. Cross correlation of the selected sequences.
There is again an indication that the frequency domain ZC and GCL sequences perform better choice than the time domain Golay sequence and the random QPSK sequence. Based on the autocorrelation and cross correlation results, we find that the  loss of using GCL with full power is rather small. In other words, we can obtain the best performance by using N=64 ZC sequences and potentially save some power at the same time. 

Even though the studied sequences show some performance differences in autocorrelation and cross correlation properties, they have the same performance when comes to cross correlation with random data. An example is shown in the following figure(s) where ZC and Golay sequences are compared. The reason is the randomization of the data. The results in the figure also show that the distribution of the cross correlation values is quite similar to the cases shown in Figure. 5. 
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Figure 6. Cross correlation with random (QPSK) data.
5.4 Signal peak to average ratio for the selected sequences
It is desired that the sequence could have low peak to average ratio in both domains. The ZC and GCL sequences are Constant Amplitude Zero Autocorrelation (CAZAC) sequences. Since one property of the CAZAC sequences is that the DFT of the CAZAC sequence is also a CAZAC sequence, the time domain transformation of the frequency domain ZC sequence with length of 64 is also a CAZAC sequence if down sampling is applied (by a factor of 2). 

Since there is no re-sampling for the GCL (L=71) sequence, the corresponding time domain sequence is not a CAZAC sequence anymore. The peak to average ratio for the selected sequences is 2.05dB (index 1), 5.69dB (index 23) and 3.51dB (index 47), respectively. It is possible to find 3 possible ZC sequences with as low PAPR as possible, but it may be difficult to at the same time preserve good cross correlation between those ZC sequences . 
Since the Golay sequence is designed in the time domain, it has constant amplitude in. However, the peak to average ratio of the corresponding sequence in the frequency domain is about 5.23dB. It is claimed said a sequence with flat frequency response improves channel estimation quality, but the real benefits are not clear. 
The random QPSK sequences also have varying dynamic PAPRs and it is possible to find a set of 3 random QPSK sequences with as low PAPR as possible. 
6. Conclusion
The basic properties of some possible PSCH sequence candidates have been investigated and compared. Based on the analysis (emphasized on the sequence properties and performance), it was shown that the Zadoff Chu sequence (in either the time domain or the frequency domain) with the length of 64 is a good choice for the P-SCH. If the PAPR is not a critical issue, using a CAZAC sequences with the full length (L=72) is a possibility, but also a set of low PAR random QPSK sequences is a feasible sequence choice. As discussed in the previous contributions, the sequence repetition is not desirable since obviously it will induce the negative effect to the neighbour cell searching process with no gain with the cross correlation detection scheme is applied. 
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