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1. Introduction
It is already agreed that both localized and distributed transmissions can be multiplexed in one subframe in E-UTRA downlink [1], but the method of details is not yet decided. This paper suggests an approach for multiplexing and signaling localized and distributed allocation of LVRB. This paper also introduces two options to support DVRB allocation for 1 or small number of RBs, where one option supports priority for LVRB allocation over DVRB allocation and the other doesn’t.
2. Principles in downlink resource allocation
In downlink resource allocation for localized and distributed transmission, we consider the following principles.
( Keeping 12 subcarrier PRB structure

It is desirable that distributed allocation doesn’t affect 12 subcarrier PRB structure for localized allocation to avoid additional variation in MCS for PDSCH, as long as the reduction in frequency diversity for distributed allocation due to this restriction is acceptable.

( Priority between localized allocation and distributed allocation

Giving priority to one of localized and distributed allocation results in advert effect to the other. Therefore, it is difficult to decide on priority without discussing design detail of the resource allocation.

( Granularity in number of allocable RBs

It is largely supported to employ ‘RB group wise’ scheduling especially for localized allocation to reduce the size of bitmap in scheduling information. In addition, we don’t believe individual RB wise scheduling should be supported as a necessary feature while scheduling 1 or small amount of RBs is necessary feature for e.g. VoIP or control signaling support.
3. LVRB allocation
LVRB group wise allocation

LVRB scheduling information contains bitmap indicating scheduled LVRBs. To reduce the bitmap size, LGroup consecutive LVRBs are grouped and group wise scheduling is applied. For example, if we assume 48 LVRBs in 10MHz system band are grouped by 3 LVRBs, 16 bit is enough for the bitmap information.
Partial LVRB wise allocation

To support scheduling of 1 or small number of LVRBs, individual LVRB wise scheduling is necessary. To support LVRB wise allocation while keeping small size of bitmap information, scheduling via individual LVRB wise bitmap of a partial LVRB set is efficient, which is already introduced in [2]. Moreover, distributed allocation is possible through the partial LVRB wise allocation without introducing DVRB since scheduling LVRBs distributed over system bandwidth is possible by partial LVRB set bitmap. 
Partial LVRB set can be selected in many other ways. However, a partial LVRB set should consist of LVRBs distributed over system band so that LVRB level distributed allocation can achieve full frequency diversity gain. We consider two approaches in building partial LVRB sets, which are illustrated in figure 1 below. In first approach, a partial LVRB set consists of LVRB groups (which are used in LVRB group wise scheduling) non-consecutive in frequency domain. With this approach eNode-B scheduler can easily fill up an LVRB group of which e.g. an LVRB is to be used for 1 RB allocation or distributed allocation for a UE. In second approach, a partial LVRB set consists of LVRBs with equal distances in frequency domain, which may guarantee more frequency diversity gain for distributed allocation. However, it should be noted that first approach will also provide sufficient frequency diversity gain since there are already many non-consecutive LVRB groups in a partial LVRB set.
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Figure 1   LVRB group wise allocation and partial LVRB set allocation

4. DVRB allocation
DVRB structure is necessary for distributed allocation of 1 or small number of RBs while most cases of distributed allocation can be supported by partial LVRB set allocation (or even LVRB group allocation). Actual design of DVRB is largely dependent on the priority between LVRB allocation and DVRB allocation. In general, we consider two approaches in DVRB design depending on the priority.
Approach 1   Guaranteeing priority for LVRB allocation
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Figure 2   DVRB allocation to guarantee priority for LVRB allocation

To guarantee priority for LVRB allocation, eNode-B scheduler should be able to select arbitrary PRBs for DVRB allocation for each UE. Figure 2 above illustrates this approach. For this purpose, the following information should be conveyed through DVRB scheduling information. 
( PRBs selected for DVRB allocation for the scheduled UE: 
This information can be signalled by a partial PRB set bitmap (which may be same with that in partial LVRB set allocation). Or else, index of each selected PRB can be signalled if the number of PRBs for DVRB allocation is limited to a small number. For example, if maximum 3 PRBs among 16 PRBs are used for DVRB allocation for a UE, 12 bits for 3 index is enough while 16 bit is required for bitmap. A UE can know the DVRB structure within the PRBs automatically by this information. For example, if 3 PRBs are signalled to be selected, it means that each selected PRB is divided by 3 parts and the 3 parts are mapped to of 3 DVRBs.
( DVRBs conveying data for the scheduled UE:
A scheduled UE should be informed of which ones among the DVRBs within selected PRBs convey data for that UE. This information may require maximum, for example, 4 bits if maximum number of PRBs for DVRB allocation is limited to, for example, 4.
Approach 2    Not guaranteeing priority for LVRB allocation

If it is acceptable that DVRB allocation interferes with LVRB allocation, simpler DVRB scheduling is possible. That is, total number of DVRBs used in a subframe directly decides the DVRB structure in that subframe by a predefined rule, then, each DVRB is automatically assigned different index. Figure 3 below illustrates this approach. With this approach, a scheduled UE should be informed of total number of DVRBs in a subframe, index of first DVRB among scheduled DVRBs and the number of scheduled DVRBs.
Especially, total number of DVRBs may be included in individual DVRB scheduling information instead of creating additional signaling overhead such as cell broadcasting. This is possible since required number of bits for DVRB scheduling information is much smaller than LVRB’s one if DVRB starting index and size is used.
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Figure 3   DVRB allocation which doesn’t guarantee priority for LVRB allocation

5. Conclusions

We suggest LVRB group wise allocation and partial LVRB set allocation as a basic resource allocation method for E-UTRA downlink. In addition to LVRB allocation, DVRB allocation should be also supported for the allocation of 1 or small number of RBs. We introduced two options for DVRB allocation depending on the scheduling priority between LVRB allocation and DVRB allocation.
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