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1 Introduction
Frequency selective scheduling is an attractive feature in the LTE system that allows optimum usage of the allocated spectrum. To implement such a mechanism, each UE needs to report its CQI information per sub-band. This requirement increases the signaling overhead for the E-UTRA uplink control signaling and could impact overall system capacity. Hence numerous CQI reporting and compression schemes have been reported with different levels of compression and system performance [1]-[3]. Among the proposed techniques, Best–M Individual offers the best performance with a modest signaling overhead. However, the lowest overhead is achieved by Best-M Differential (DM) and DCT-based methods. In this contribution, a scheme for further reducing CQI feedback overhead using Haar compression is introduced. It is shown that the proposed scheme has similar performance as Best-M individual, while achieving a lower signaling overhead than Best-M Differential or DCT. 
Because of the advantages shown in this document, we propose the use of Haar compression with Best-M individual scheme for uplink CQI reporting.

2 Overview of the CQI compression schemes

A review of the CQI reporting techniques proposed in previous RAN 1 meetings can be found in [1], and are listed below:
· Best-M average 

· Best-M individual 

· Best-M differential modulation (DM) 

· DCT significant-M
· DCT partitioning 
Table 1 shows the feedback overhead in terms of the required number of bits for CQI reporting given Nsb sub-bands. As shown in the table, the Full feedback is the least efficient, while the DM and DCT-based techniques are the most efficient techniques in terms of signaling overhead. From a system throughput perspective, the best throughput (other than using full feedback) is achieved by employing Best-M individual, where a label indicating the location of M strongest CQI sub-bands is used; here M individual CQIs for the M selected sub-bands, and an averaged secondary CQI for all other sub-bands are transmitted to the Node B [2].

3 Haar-Based CQI Feedback 

Haar compression is based on the Haar wavelet transform. Haar compression encodes an input stream in multiple steps according to the levels of the detail of the input sequence. A brief explanation of the Haar compression method can be found in [4]-[5]. Haar compression belongs to the class of lossy compression methods, and it is recognized as an effective and low complexity compression/decompression means for processing 1-Dimensional or 2-Dimensional data. In the following, we explain the method, and show how it can be employed for CQI compression. 
	Reporting Technique
	Required Number of Bits per Reporting

	
	General Formula
	Nsb=25, M=5

	Full Feedback
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	26 bits

	Best-M Individual
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	46 bits

	Best-M DM
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	36 bits

	DCT Significant-M
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	39 bits

	DCT Partitioning
	
[image: image6.wmf]12

222

12

5()

11

logloglog

11

sb

sb

NN

MNM

N

NN

M

´++

éù

---

æöæö

æö

++

êú

ç÷ç÷

ç÷

--

èø

èøèø

êú


	N1=4, N2=1

43 bits


Table 1 Overhead comparison of CQI compression schemes

3.1 Haar Compression

The main idea is to shift the weight and importance of the vector elements to the first element of the vector. The process can be explained by an example as follows. Let the input vector y be: 
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(1)
Since the vector has 23 elements, the transformation takes 3 steps of sum and difference operations as follows: first, group the elements of the vector y in groups of 2’s. 
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(2)

Find the sum and the difference terms for each group and divide the results by two. The results are now in a new vector y1. As shown in Figure 1, the first four elements of the vector y1 are called “Approximate” and the last four elements are called “Detail” coefficients. Steps 2 and 3 are similar to step 1, with the only difference being that they apply only on the “Approximate” coefficients, while the “Detail” coefficients are maintained to the end. As shown in Figure 1, the final compressed vector is comprised of one “Approximate” coefficient along with seven “Detail” coefficients.
[image: image9.png]Step 1:

Step 2:

Step 3:

1
/ s 1
e 1
[;142> 6.75 ,~67< 125 45 7 -3 -3.3]
,2/, |
[h; 375 -625 125 45 7 -3 -3.5]
o e m m — — — — — — — — — — ————————— J

1

Approximate Coefficients
Detail Coefficients




Figure 1 - 3 step compression of the vector y

In an abstract form, the successive averaging and differencing steps involved in the compression process can be mathematically expressed as
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where
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(4)

Therefore, the decompression can be easily implemented by
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(6)

It is worth mentioning that due to the particular value of the coefficients for the compression and the decompression, all the required multiplications can be performed by simple shift-add functions to reduce the involved complexity of matrix multiplication. 
3.2 Haar-based Best-M Individual CQI Reporting

While the proposed method can be applied for any practical  Nsb and M values, here for a better presentation of the idea, we consider a system with Nsb = 25 sub-bands and M = 5 as an example. The procedures of proposed Haar-based compression of CQI information are:
1. Pick the best M CQIs 
2. Calculate the average CQI of the remaining sub-bands

3. Create a vector with the following format, where the M-best CQI values are reported in the same order as their relevant sub-bands:
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(7)
For M=5, the total number of CQI values involved in steps 1 and 2 is 6. On the other hand, since the length of   the input vector for Haar compression has to be 2m,, the vector y, has two zero’s inserted at locations 6 and 8. As such, assuming (5bit/CQI), the vector will be 30bits worth of information.

4. Apply the Haar transform as expressed in Equation 3.

5. As a result of the zero insertions in step 3, after the compression, the last two elements (two detail coefficients) become non-relevant for transmission and can be dropped without any loss of information.
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  (8)
6. Quantize and send the remaining 6 elements of the vector.
7. Send the label indicating the location of the best M.


Simulation results indicate that each element of the compressed vector has a statistical distribution that can be exploited to optimize the quantization process. For example, the Detail coefficient CD4 is formed from the difference of the CQI1 and CQI2 divided by two. Since in step 1, Best-M’s are always picked, the statistical distribution of y3(4) cannot have any other shape but must be symmetrically distributed around zero. Another example is y3(1) , this element is effectively the average of all the elements of y, therefore it is expected that its statistical distribution will have a significant weight around some mid-range value. 
Table 2 shows, the offset values and required number of quantization bits for each element of the compressed vector. Each element of the compressed vector is represented by a fixed offset value and a Q bit binary word (0(2Q). As shown in the table, a higher number of bits is only required for the first two elements of the vector that carry more information than the others. The remaining elements can be represented by a fewer number of bits. For Nsb=25 and M=5, the required number of bits for CQI feedback can be estimated as: 
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(9)
This is lower than the overhead of any CQI feedback scheme proposed in previous contributions [1]. As compared with Best-M Individual the Haar transform results in 26% lower overhead.
	Elements of the Compressed Vector
	Offset Value
	Quantization Range
	Number of Quantization bits

	y3(8)
	5
	5 ( 24
	4

	y3(7)
	2
	2( 9
	4

	y3(6)
	-1
	-1 ( 1
	3

	y3(5)
	0
	0 ( 2.5
	3

	y3(4)
	-2
	-2 ( 2
	2

	y3(3)
	-2
	-2 ( 2
	2


Table 2 – The distribution of the first six elements of the compressed vector

4 Performance Evaluation
4.1 System Definition

Since in previous RAN 1 meetings there have been many contributions comparing the performance between Best-M individual CQI reporting vs. other schemes (DCT and etc.), in this document we only compare the performance of Best-M individual CQI reporting with and without Haar compression. A system-level simulation was performed to evaluate the two CQI feedback schemes in a 10 MHz system. In the downlink transmission, RB grouping is assumed. One CQI sub-band contains 2RBs. In the simulation, a fine CQI granularity of 32 MCS levels is used. The simulation parameters are listed in Table 3.

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance (ISD)
	500m

	Number of transmit antennas at Node B
	1

	Number of receive antennas 
	2

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 

	Shadowing standard deviation
	8 dB

	Penetration Loss  
	20dB

	Channel model
	Typical Urban (TU)

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	BS Antenna Gain plus cable loss
	15 dBi

	Carrier Frequency
	2.0 GHz 

	System Bandwidth
	10 MHz

	RB bandwidth
	180 KHz

	UE’s per Sector
	10

	UE speeds of interest
	30 km/h 

	Maximum Node B transmission power 
	43 dBm

	UE Traffic Model
	Full Buffer

	Noise Figure
	9dB

	Thermal noise density
	-174 dBm

	Scheduler
	Simplified Proportional Fair

	HARQ
	Asynchronous (Chase combining)

	CQI feedback delay
	3 TTIs

	CQI reporting interval
	2, 4, 6, 8, 10 TTIs 

	CQI reporting schemes
	Best-M individual CQI reporting with and without Haar Compression

	Target BLER 
	10%


Table 3 – Simulation parameters

4.2 Simulation Results

With a value of M = 5, the average sector throughput performance of the Best-M individual scheme with and without Haar compression is evaluated under different CQI reporting intervals. The performance for average sector throughputs is shown in Figure 2. As observed, the best-M individual CQI reporting scheme with Haar compression has very trivial (less than 0.5%) degradation of average sector throughput compared to the best-M individual scheme without Haar compression. Whether or not Haar compression is used, the average sector throughput obtained is relatively insensitive to the CQI reporting intervals. 
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Figure 2 - Average sector throughput with and without Haar compression using different CQI reporting intervals.
5 Conclusions and discussions

In this contribution we have addressed the CQI feedback overhead issue by applying Haar compression to the Best-M individual CQI reporting scheme. This has been shown to result in a further reduction of the CQI overhead by about 25%. Simulation results show that Best-M individual CQI reporting using Haar compression causes only very trivial (less than 0.5%) degradation of average sector throughput compared to the Best-M individual scheme without Haar compression. 
Therefore, we propose that Haar compression as described herein should be used with a Best-M individual scheme for uplink CQI reporting.
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