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1. Introduction

In this contribution we consider the effects of the P-SCH structure on the final Synchronization performance.  

We consider the following P-SCH structures

· 2x Repetition Extended ZC sequence in time Domain ‎[2]

 REF _Ref160271696 \r \h 
 \* MERGEFORMAT ‎[3]
· 2x Repetition ZC sequence in time Domain

· PN sequence ‎[4]
· 1x Repetition Extended ZC sequence in the time Domain.

The P-SCH structure affects cell search performance in 2 ways.  Firstly and most importantly it is used for timing and frequency acquisition.  Secondly it is used to as a phase reference to decode the S-SCH.  In this contribution we consider both the asynchronous and synchronous environment.  

In this contribution we compare the above P-SCH structures based on the simulations following the agreed simulation assumptions. 
2 Details of various P-SCH

For notation purposes we define a length N ZC sequence with root sequence number M as 
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2.1 Extended ZC in the time domain with repetition factor 2 ‎[2]

 REF _Ref160271696 \r \h 
‎[3]
In this method the ZC sequence is built in the time domain and then downsampled in such a way that it fits into the standard OFDM architecture.  The ZC sequence is built by cyclically extending the length 35 sequence by 1 and using root sequences 1, 2 and 34.  The transmitted signal has the DC frequency component punctured while the receiver correlates with the original unmodified structure.  Note that this requires a different sampling rate for the P-SCH than for regular LTE transmission.  In this simulation this is accomplished by a simple downsampling.

Benefits:

· Allows for low complexity autocorrelation/Hybrid based algorithms

· Low PAPR.

· Near Flat Frequency response for 2 of 3 sequences

Drawbacks:

· Repetition creates Peaks in the time domain.

· A rate matching filter is required.

2.2 ZC in the time domain with repetition factor 2 ‎[2]

 REF _Ref160271696 \r \h 
‎[3]
In this method the ZC sequence is built in the time domain and then downsampled in such a way that it fits into the standard OFDM transmission.  The ZC sequence is built using a length 36 sequence and using M=1, 17 and 35.  The transmitted signal has the DC frequency component punctured while the receiver correlates with the original unmodified structure.  Note that this requires for a different sampling rate for the P-SCH than for regular LTE transmission.  In this simulation this is accomplished by a simple downsampling.

Benefits:

· Allows for low complexity autocorrelation/Hybrid based algorithms

· Low PAPR.

· Flat Frequency response for all PSCH sequences

· All three correlations can be performed simultaneously.

Drawbacks:

· Repetition creates Peaks in the time domain.

· A rate matching filter is required.

· Correlation between different P-SCH sequences exists.

2.3 ZC in the Frequency Domain with 1 times repetition.
In this method the ZC sequence is built in the frequency domain and transmitted in the standard OFDM arrangement with DC signal punctured.  Thus only 71 samples are used.  We use a ZC sequence of length 71 with root sequences 1, 5 and 70.  

Benefits:

· Low PAPR.

· Flat Frequency response

· Lowest correlation between sequences.

Drawbacks:

· High complexity for time domain cross-correlation based step-1 cell search.
2.4 PN sequence ‎[4]
This sequence of [1,-1] is similar to that used in WCDMA.  It is only of length 64 which allows for simple signal decimation, but does not match allotted 72 chips allotted for the SCH.  The frequency response is also not flat.

a=< 1, 1, 1, -1>

S=(1+j)*<a, a, a, -a, -a, a, -a, -a, a, a, a, -a, a, -a, a, a>

Benefits:

· The WCDMA cell search algorithm can be reused.

· Low complexity as no complex multiplications are required.

Drawbacks:

· Only occupies the center 64 subcarriers.

· Only allows for Cross correlation based detection.

· Selective frequency response causes poor channel estimation.

3 Simulation Assumptions

Both synchronous and asynchronous simulation scenarios with and without frequency offset are considered in our simulations.  

For the asynchronous environment we use the assumptions presented in R1-071236 by Motorola. For the Synchronous environment we simulate a 19 Cell environment with the UE located uniformly in the centre cell.  Each BS was assumed to transmit at the same time (perfectly synchronized), with a distance related delay equal to the distance from the BS to the UE divided by the speed of light.  Each BS’s signal is affected by an independent fast fading TU channel 

In the Synchronous environment we perform timing detection by cross correlation in the time domain and define cell search to be completed when the BCH has being correctly decoded.  The BCH is assumed to be encoded with a rate 1/3 repetition 2 (1/6 coding rate) code with 44 information bits, with a cell specific bit level scrambling to avoid interference issues in the synchronous environment.  Thus it occupies a single OFDM symbol in the 1.25 MHz Bandwidth.
We simulated each drop for a maximum of 10 Frames (80 ms), with the UE averaging the coherently received signal over multiple frames (using MRC based on CSI).  The average cell search time is then determined by averaging the number of frames required for the UE to correctly determine its serving cell over multiple drops at the same location.  

	Parameters
	Value
	Comments

	Number of Cells (3 sectors)
	19
	

	Bandwidth
	1.25 MHz
	

	Operating Frequency
	2 GHz
	

	Minimum Mobile-to-BS Distance
	35 m
	

	Test Sector
	Centre Cell any sector
	

	Sector Orientation
	Bore-Sight Pointing
	

	Antenna Pattern
	70° (-3dB) with 20 dB front-to-Back, (
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	Path loss Model
	128.1 +37.6log10(d)
	d in km

	Log-Normal Shadowing Standard Deviation
	8 dB
	

	BS Shadowing Correlation
	0.5
	

	UE Noise Figure
	9 dB
	

	Thermal Noise Density
	-174 dBm/Hz
	

	BS Antenna Gain
	15 dB
	

	UE Antenna Gain
	0 dBi
	

	BS Maximum PA Power
	43 dBm
	

	Other Loss
	20 dB
	Including cable and penetration losses

	FFT Size
	128
	

	Cyclic Prefix Duration
	Short
	

	Channel Estimation Algorithm
	FFT based on P-SCH
	

	Cell Size
	1.732 km
	ISD


4 Performance in Asynchronous Environments

To compare the different P-SCH structures, we evaluate the timing synchronization performance, cell ID detection performance and cell group Id detection performance.  The timing and cell ID detection are performed using the P-SCH and the cell id detection is performed using the S-SCH with the P-SCH as phase reference.  

4.1.1 Timing Performance 

The figures below show detected timing offset at the receiver after a single P-SCH transmission.  
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Figure 1: Timing Performance of Different P-SCH sequences with AWGN noise (SNR of -10 dB)
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Figure 2: Timing Performance of Different P-SCH sequences with AWGN noise (SNR of -6 dB)
As you can see the cross correlation timing performance for the P-SCH considered are very similar for no frequency offset.  While if frequency offset is added the non-repetition ZC structure shows better timing performance.  However with longer access time the performance difference between different schemes becomes closer as seen in Figure 3.
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Figure 3: Timing Performance of Different P-SCH sequences with AWGN noise (SNR of -10 dB) after 2ms
4.2 P-SCH detection
Because P-SCH sequences are connected to the cell ID, the UE must be able to correctly distinguish which P-SCH has been transmitted to complete the cell search procedure.  In the asynchronous simulation environment only a single cell was simulated in a link level type manor thus the interference from neighbouring cells is represented by AWGN and therefore the chance of a false P-SCH detection is very low.  In our simulation we saw less than 0.1% of the cases in which the timing was correct but the wrong P-SCH detected. 
4.3 S-SCH detection assuming perfect timing
In this section we consider the affect of a non flat frequency response on channel estimation.  We see that the P-SCH structures which have flat frequency responses show significantly better performance than those with highly variable responses.  We should note that the channel estimation algorithm used is quite simple and does not take into account the variability of the channel estimation quality.  For this reason we expect that the performance with more advanced channel estimation algorithms would be closer together but would require higher complexity.

However it remains that the frequency response of the P-SCH for one of the sequences in the ZC sequence based on N=35, and the PN sequence have significant variation and thus some impact is expected even with advanced channel estimation algorithms.  
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Figure 4: Group ID detection for Different P-SCH sequences with AWGN noise with SNR of -10 dB.
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Figure 5: Group ID detection for Different P-SCH  sequences with AWGN noise SNR of -6 dB.
4.4 Overall Performance
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Figure 6: Overall Cell ID detection for Different P-SCH  sequences with AWGN noise (SNR of -6 dB)
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Figure 7: Group ID detection for Different P-SCH  sequences with AWGN noise (SNR of -10 dB)
We see that the overall performance is very strongly affected by the presence of frequency offset.  We also see that the 2x repetition structures perform better than the 1x repetition structures.  This is mostly due to the worse Frequency offset estimation algorithms applied to the 1x repetition structures which are based on the repetition due to the CP and thus are far less accurate.  We would expect that with more advanced frequency offset estimation algorithms the performance of the two non-repetition codes can be much improved.  
5 Performance in Synchronous Environments

In the Synchronous environment we see the timing performance is very good and secondary elements such as channel estimation performance become more important.  In Figure 8 in which not frequency offset is simulated we see the timing performance after a single transmission.  We see that 100% of the UE (out of 8000 simulated) acquire a timing synchronization within 4 chips of the ideal location.  If frequency offset is considered then 100% timing sync is achieved after 4 transmissions.  

5.1 Timing Performance
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Figure 8: Timing Performance of Different P-SCH sequences in a synchronous environment, no Frequency Offset
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Figure 9: Timing Performance of Different P-SCH sequences in a synchronous environment, 5ppm Frequency Offset
Once timing has been acquired the S-SCH must be decoded to determine the group ID along with other information.  To do this the P-SCH is used to estimate the channel as well as calculate any frequency offset present.    

5.2 P-SCH detection

Because 3 different P-SCH symbols are transmitted the UE must be able to correctly distinguish which P-SCH has been transmitted.  In the synchronous environment an incorrect P-SCH choice can be made if two weaker cells which transmit the same P-SCH arrive at the same time and boost the received power for there P-SCH above that of the strongest cells P-SCH.
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Figure 10: P-SCH detection in a synchronous environment 

We see that there is around a 2% difference in P-SCH detection between the best and worst sequences. 
5.3 Overall Performance
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Figure 11: Overall Cell ID Detection Performance of Different P-SCH sequences in a synchronous environment 

We see that the P-SCH sequences with flat frequency responses have the best performance.  While schemes without a good form of frequency offset estimation perform poorly.

6 Conclusions

In this contribution we see that the cell search performance is affected quite strongly by the choice in P-SCH design and that channel estimation is improved if the frequency response of the signal used to estimate with is flat.  We also see that the affect of frequency offset is quite significant.  We can conclude:
1) The P-SCH sequence should have a flat frequency response.  

2) An accurate low complexity frequency offset method must be available and effective.  

3) The correlation between various P-SCH sequences does not have a significant affect on overall performance.
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