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1. Introduction

It has been decided that control channels such as UL and DL L1/L2 control channels will use convolutional codes (CC). Given the wide range of information block sizes and effective code rates required with convolutional codes, it is important to define an efficient rate matching algorithm with good error-correcting performance.

The rate matching (RM) method described in [3] is updated below given the recent developments in LTE. The method has an efficient implementation and good performance. Since the channel interleaver functionality is implicitly included in the proposed RM algorithm, additional channel interleaving step may not be required. 

It is proposed that this RM method based on circular buffer be adopted as the RM method for CC in LTE.

2. Rate Matching Challenge

In [1], convolutional codes for two code rates are defined, R=1/2 and R=1/3. These codes are non-recursive non-systematic with constraint length 9. To terminate the trellises to all-zero state, 8/R tail bits are attached to form a CC codeword of length N=(K+8)/R, resulting in a code rate slightly lower than the nominal rate R. The RM algorithm of CC takes as input the N bits generated by a CC encoder, and produces Nc bits as output via repetition or puncturing. For LTE, there can be a large number of possible values N, as well as Nc, as discussed below.
Firstly, as discussed in [2], the L1/L2 control channels can potentially use a different Resource Allocation (RA) map size for a different carrier bandwidth, and for uplink and downlink, resulting in possibly 6 (BW) ( 2 (UL, DL) = 12 RA map sizes. Thus, there are possibly 12 different information block sizes K at the input of the CC. The number of codeword bits at the output of CC encoder are N=K(2 and N=K(3 for code rate R=1/2 and R=1/3, respectively. 
Secondly, the control element size (nRE_CE) and the total number of CEs (nCE) that can be used for L1/L2 control is a function of several variables such as:

(a) carrier bandwidth (6 BW defined ranging from 1.25 MHz to 20 MHz); 

(b) number of transmit antennas (1, 2, or 4);

(c) number of OFDM symbols used for control (1, 2, or 3);

Thus, there can be as many as 6(3(3 =54 combinations of (nRE_CE, nCE). In addition, theoretically an FEC codeword can be mapped to any number of CEs less than or equal to nCE. This means that there could be hundreds of different sizes Nc at the output of the RM algorithm.

Although not all (K, Nc) combinations will be used in practice, the above factors still suggest that the RM algorithm should be capable of producing a large variety of effective code rates while maintaining good error-correction performance. Currently, a complicated rate matching algorithm is used to repeat or puncture coded bits to match the available channel resources.  A more efficient scheme based on a circular buffer is described below. 
3. Proposed Rate Matching Algorithm

3.1. Overall Procedure
Given that two rates of CC are defined, it is natural to define the overall FEC-RM scheme to be the following.

Step 1. Given the information block size K and the number of bits Nc the physical channel can transmit, calculate the effective code rate Reff = K/ Nc.
Step 2. Select the mother code rate R. If Reff>=1/2, use R=1/2; otherwise use R=1/3.

Step 3. CC encode the information block of K bits to produce a mother codeword of size N bits.

Step 4. Apply the rate matching algorithm defined in Section 3.2 to produce Nc bits.
3.2. Rate Matching Algorithm
Using the rate 1/2 CC as an example, the rate matching algorithm is explained in the following. To apply to the rate 1/3 CC, three parity streams instead of two are used. This algorithm may be applied to tailed or tail-biting CC with any constraint length and hence, it can be applied regardless of the final definition of CC for LTE.
Let the two parity bits of the rate 1/2 convolutional code be labeled P0 and P1, as shown in Figure 1.
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Figure 1.
Rate 1/2 convolutional encoder.
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Figure 2.
Rate matching for rate 1/2 convolutional code.

Let Nc be the number of bits needed. The rate matching is carried out in the following steps:

Step 1. Separate the two parity bit subblocks P0 and P1.

Step 2. Perform a different subblock interleaving on each subblock and obtain P(0and P(1. 

Step 3. Group the interleaved subblocks by multiplex the P(0 and P(1 bit by bit, Q = [P(0(1), P(1(1), P(0(2), P(1(2), …, P(0(K), P(1(K)].

Step 4. Take the first Nc bits from sequence Q, wrap around to the beginning of sequence Q if Nc is greater than the length of Q.

The procedure above is also illustrated in Figure 2. Note that although this procedure has been illustrated using rate 1/2 convolutional code, similar scheme can be carried out for the rate 1/3 code, where three parity bit streams will be separately interleaved and then multiplexed.

The subblock interleaving for each subblock can be achieved in several ways. One example is described below. A subblock of bits to be interleaved is written into an array at addresses from 0 to the number of the bits minus 1, (L‑1), and the interleaved bits are read out in a permuted order with the i-th bit being read from an address ADi (i=0, …, L‑1), as follows:

1. Determine the subblock interleaver parameters, M and J.

2. Initialize i and j to 0.

3. Find the tentative output address 
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where BROM(y) indicates the bit-reversed M-bit value of y. When the mother code rate is 1/2, for subblock 0, ( = 0; for subblock 1, ( = 2M‑1. When the mother code rate is 1/3, for subblock 0, ( = 0; for subblock 1, ( = (2M /3(; for subblock 2, ( = (2M+1 /3(.

4. If Tj is less than L, then ADi = Tj, and increment i and j by 1. Otherwise discard Tj and increment j only. 

5. Repeat steps 3 and 4 until all L interleaver output addresses are obtained.

Let L(=2M(J, the interleaving function in step 3 can be interpreted as (a) writing 0 to L(-1 to a table of 2M rows and J columns column-by-column, starting from the upper-left corner (row index = 0, column index = 0); (b) BROM reorder the rows of the table; (c) read out row-by-row starting from the (-th row, wrapping around to the first row if ( > 0. The read-out sequence is the {Tj} sequence. These three steps are illustrated in Figure 3. 

By using a different ( value for the bit streams, it guarantees that the adjacent bits in sequence Q, [P(0(i), P(1(i)] (or [P(0(i), P(1(i), P(2(i)] for rate 1/3), are from different trellis sections of the convolutional code. Thus this rate matching scheme avoids puncturing parity bits from the same trellis section as much as possible, and it spreads out the punctured bits on a given parity bit stream.

[image: image4.emf] 

2 M  

J  

(a). Write in column - by - column starting  from upper left corner  

(b). BRO reorder the  rows  

(c). read out row - by - row starting from   - th  row  

  

0  

1  

2 M - 1  


Figure 3.
Subblock interleaving.

3.1. Parameters

The parameters M and J of the RM algorithm above can be determined using simple rules. For example, 

M = 4, 
if K<72;

M = 5, 
if K<120;
M = 6, 
if K<240; 
M = 7, 
otherwise;
The parameter J is then determined by J=ceil(K/2M).
4. Simulation results

In Figure 4, the performance of the proposed RM algorithm is compared against a method that uses pre-defined puncturing patterns for each code rate (see Table 1) to achieve a target code rate. Tail-biting convolutional codes with code generators in Figure 1 are used. AWGN channel and BPSK modulation are assumed.  Three iterations are used in the decoder. Figure 4 shows that the proposed RM algorithm provides good performance for all the cases. The proposed RM algorithm is simple, flexible, and it provides fine granularity (in term of effective code rates). 
To show that the rate matching algorithm works for a wide range of block sizes, Figure 5 to Figure 7 plot the required Eb/N0 (dB) vs K for all bytes between 4 (=32 bits) and 25 (=200 bits), for target FER of 10%, 1%, and 0.1%, respectively. All four rates (1/3, 1/2, 2/3, 3/4) are exact code rate and obtained with the proposed rate matching method. In particular, 16 and 24 bits are punctured from the mother rate 1/2 and 1/3 codes, respectively, to compensate for the tail bits. The simulation conditions are: AWGN channel, BPSK modulation, 256 state convolutional code with tail bits as defined in [1].
Figure 5 to Figure 7 show that the proposed rate matching algorithm can provide good performance for all sizes K and rates. No substantial degradation occurred for any case.
3. Conclusions 
The rate matching algorithm [3] is updated with the recent developments in LTE. Given the implementation and performance advantages of the algorithm, it is proposed that it be adopted by LTE.
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Table 1.  Puncture pattern used in Figure 4
	
	Code Rates

	
	2/3
	3/4
	5/6

	P0
	10
	110
	10101

	P1
	11
	101
	11010

	Bit Sequence
	P0(0) P1(0) P1(1)
	P0(0) P1(0) P0(1) P1(2)
	P0(0) P1(0) P1(1) P0(2) P1(3) P0(4)
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(a) K=6 bytes
(b) K=12 bytes
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(c) K=24 bytes
(d) K=48 bytes

Figure 4.
Performance of proposed rate matching algorithm (“RM” in legend) vs. using puncturing patterns (“pattern” in legend) for information block size ({6, 12, 24, 48} bytes. The code rates 2/3, 3/4, and 5/6 are obtained by puncturing the rate 1/2 code. AWGN channel and BPSK modulation are assumed. The decoder uses 3 Viterbi decoding iterations.
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Figure 5.
Performance of proposed rate matching algorithm for rate 2/3 and 3/4 with information block size ranging from 32 to 200 bits. FER target = 10-1.
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Figure 6.
Performance of proposed rate matching algorithm for rate 2/3 and 3/4 with information block size ranging from 32 to 200 bits. FER target = 10-2.
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Figure 7.
Performance of proposed rate matching algorithm for rate 2/3 and 3/4 with information block size ranging from 32 to 200 bits. FER target = 10-3.
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